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∆E-Effect Magnetic Field Sensors

Many conceivable biomedical and diagnostic applications require the detection of small-amplitude
and low-frequency magnetic fields. Against this background, a magnetometer concept is inves-
tigated in this work based on the magnetoelastic ∆E effect. The ∆E effect causes the resonance
frequency of a magnetoelastic resonator to detune in the presence of a magnetic field, which can
be read-out electrically with an additional piezoelectric phase. Various microelectromechanical
resonators are experimentally analyzed in terms of the ∆E effect and signal-and-noise response.
This response is highly complex because of the anisotropic and nonlinear coupled magnetic,
mechanical, and electrical properties. Models are developed and extended where necessary to
gain insights into the potentials and limits accompanying sensor design and operating parame-
ters. Beyond the material and geometry parameters, we analyze the effect of different resonance
modes, spatial property variations, and operating frequencies on sensitivity. Although a large
∆E effect is confirmed in the shear modulus, the sensitivity of classical cantilever resonators
does not benefit from this effect. An approach utilizing surface acoustic shear-waves provides
a solution and can detect small signals over a large bandwidth. Comprehensive analyses of the
quality factor and piezoelectric material parameters indicate methods to increase sensitivity and
signal-to-noise ratio significantly. The latter is currently limited by the loss of the magnetic ma-
terial. First exchange-biased ∆E-effect sensors pave the way for compact setups and arrays with
a large number of sensor elements. With a signal-and-noise model extended to sensor arrays,
specific requirements are identified that could improve the signal-to-noise ratio. The insights
gained lead to a new resonator and processing concept that can circumvent several previous
limitations. With the obtained results and developed models, important contributions are made
to the understanding and development of ∆E-effect magnetometers with prospects for sensor
improvements in the future.



∆E-Effekt Magnetfeldsensoren

Viele erdenkbare biomedizinische und diagnostische Anwendungen erfordern die Detektion von
Magnetfeldern niedriger Amplitude und Frequenz. Vor diesem Hintergrund wird in dieser Arbeit
ein Magnetometerkonzept untersucht, das auf dem magnetoelastischen ∆E Effekt basiert. Ein
Magnetfeld kann einen magnetoelastischen Resonator über den ∆E Effekt verstimmen, was über
eine zusätzliche piezoelektrische Phase ausgelesen wird. Verschiedene mikroelektromechanische
Resonatoren werden experimentell bezüglich des ∆E Effekts und des Signal-Rausch Verhal-
tens untersucht. Dieses Verhalten ist aufgrund seiner anisotropen und nichtlinear gekoppelten
magnetischen, mechanischen und elektrischen Eigenschaften hochgradig komplex. Modelle wer-
den entwickelt und erweitert wo nötig, um Einblicke in die Limitierungen und das Potenzial
zu gewinnen, das mit den Design- und Betriebsparametern einhergeht. Dabei wird über die
Material- und Geometrieparameter hinausgegangen um den Einfluss von unterschiedlichen Res-
onanzmoden, räumlichen Eigenschaftsänderungen und Anregungsfrequenzen auf die Sensitivität
zu untersuchen. Obwohl der Schermodul einen hohen ∆E Effekt aufweist, ist dessen Nutzung
mit Torsionsmoden in klassischen Balkengeometrien schwer umsetzbar. Eine Lösung wird mit
einem Sensoransatz gefunden der Oberflächenscherwellen nutzt und damit in der Lage ist Mag-
netfelder niedriger Amplitude über ein breites Frequenzband zu detektieren. Umfassende Anal-
ysen zum Einfluss des Qualitätsfaktors und der piezoelektrischen Eigenschaften demonstrieren,
dass die Sensitivität und das Signal-zu-Rausch-Verhältnis signifikant verbessert werden können.
Letzteres ist derzeit durch Verluste im magnetischen Material limitiert. Erste Exchange-Bias
∆E-Effekt Sensoren bereiten den Weg für kompakte Versuchsaufbauten und Sensoranordnungen
mit einer hohen Anzahl von Sensorelementen. Mit einem erweiterten Signal-Rausch Modell wer-
den konkrete Anforderungen an die Sensoranordnungen identifiziert, die das Signal-zu-Rausch
Verhältnis verbessern können. Die gewonnen Erkenntnisse münden in einem neuen Resonator-
und Prozesskonzept, das einige vorherige Limitierungen umgehen könnte. Die Ergebnisse und
Modelle stellen einen wichtigen Beitrag zu dem Verständnis und der Entwicklung von ∆E-Effekt
Magnetometern dar und zeigen vielversprechende Perspektiven für zukünftige Verbesserungen
auf.
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Introduction and Objective

The detection of small-amplitude and low-frequency magnetic fields is considerably interest-
ing for many biomedical and diagnostic applications [1]. For example, magnetocardiography
(MCG) [2–6] and magnetoencephalography (MEG) [7,8] for the investigation of brain and heart
activities; and the imaging of magnetic particles [9,10] for growth tracking in tissue engineering;
and magnetomyography [11] for the diagnosis and monitoring of movement disorder or robotics
control [12]. Such applications are often connected with inverse solution problems [13–15]. An
accurate solution for such problems can benefit from large sensor arrays with many sensor ele-
ments that facilitate simultaneous high spatial resolution measurements. A profound advantage
can arise for a large number of sensor elements by measuring the magnetic field instead of its
electrical counterpart: measurements can be performed contactless without the need for attach-
ing electrodes; further additional information is gained [5,6]. This advantage comes at the cost
of small signal amplitudes in the sub-picotesla regime and low-frequency components at which
1/f (f : frequency) noise [16, 17] dominates the noise floor. The small signal amplitudes pose
a major challenge although the low frequency 1/f noise can be avoided by using modulation
techniques.

Traditionally used sensor systems based on superconducting quantum interference devices
(SQUIDs) can detect signal amplitudes in the sub-femtotesla regime at low frequencies [1, 18].
However, they require extensive magnetic shielding and liquid nitrogen or helium cooling, which
makes them extensive and expensive to operate and limits the flexibility of arrays and the
number of sensor elements. Therefore, their application is limited to a few research facilities and
it has not found its way into clinical practice. Since then, various other sensor approaches have
been pursued for biomedical applications [19]. A major step in this direction was achieved with
the development of optically pumped magnetometers [1,20]. These sensors can detect magnetic
fields in the femtotesla regime for signal frequencies from ≈ 1-100 Hz [21] via the change in the
transmission of a LASER through a gas cell. Although their handling is significantly improved
compared to SQUID magnetometers, they require external temperature control and magnetic
shielding. Further, additional coils are required for signal modulation and DC field compensation
to avoid the magnetic saturation of the sensor in the earth magnetic field. This limits the
minimum size and number of sensor elements that can be used in practical sensor arrays.

Magnetoelectric magnetic field sensors have been investigated as an alternative approach
for biomedical and diagnostic applications [22–25]. The single-phase magnetoelectric effect is
very small [26, 27], and therefore, such sensors are based on magnetoelectric composites where
large magnetoelectric coupling coefficients have been measured [28]. These composites comprise
mechanically coupled magnetostrictive and piezoelectric materials. They can be processed on
a large scale by microelectromechanical system (MEMS) technology with the dimensions of a
few millimeters [29] down to the micrometer range [30–32], and they are compatible with com-
plementary metal-oxide-semiconductor (CMOS) electronics [33, 34]. In addition, they can be
operated at room temperature and without magnetic shielding because of their large dynamic
range [35]. The direct magnetoelectric effect [26, 36] has been utilized in centimeter-sized com-
posite resonators, for detecting magnetic flux densities in the low picotesla regime [35, 37]. For
detecting such small magnetic fields, it was necessary to amplify the effective magnetoelectric
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2 Introduction and Objective

coefficient via the mechanical resonance. This limits the measurement to a narrow frequency
band of typically only a few hertz around the mechanical resonance frequency. The resonance
frequency scales inversely with the spatial dimensions of the resonator, and therefore, it is usu-
ally in the kilohertz or megahertz regime for sizes in the millimeter or micrometer range. Such
narrow signal bandwidths at high frequencies are undesirable for most applications, and they
outweigh the advantages of utilizing the direct magnetoelectric effect.

In recent years, ∆E-effect magnetic field sensors based on magnetoelectric thin-film com-
posites have been investigated to overcome these limitations [31, 33]. These sensors employ
a modulation scheme which makes them robust against acoustic noise and permits signal de-
tection at low frequencies over a larger bandwidth. The modulation scheme is based on the
magnetoelastic ∆E effect [38–40] of the magnetic material. This causes a change in the effective
mechanical stiffness tensor with magnetization, and hence, with the applied magnetic field or
stress. During sensor operation, a magnetoelectric resonator is actively excited at or close to its
mechanical resonance frequency. An alternating magnetic field changes the resonance frequency
via the ∆E effect and modulates the current through the sensor. Besides such resonator-based
∆E-effect sensors, surface acoustic wave devices were investigated [41], wherein the mechanical
surface wave is delayed by a change in the effective mechanical properties caused by the ∆E
effect. Although many aspects of the underlying theoretical framework in continuum mechanics
and electromagnetism are well developed, the complicated interplay of magnetic, mechanical,
and electrical properties make it challenging to provide a complete device description. Strong
simplifications were used previously in the description of the ∆E effect, e.g., by omitting the
tensor characteristic of stress and strain, magnetic nonlinearity, and spatial inhomogeneity. The
influence of such effects on the resonator and sensor properties is highly nontrivial and poses
fundamental questions that are further clarified in this thesis. Most previous studies focused
either on the ∆E effect or on sensor characterization and fabrication. The relationship between
material and design parameters with sensor properties such as sensitivity, signal, and noise re-
mains largely unknown although it is essential for systematic device development.

This cumulative dissertation is intended to contribution to a deeper understanding of the
∆E effect, and the limits and inherent consequences of using the ∆E effect for magnetic field
detection. Experimental and theoretical investigations are presented using different sensor de-
signs and materials. This includes a variety of different magnetoelectric MEMS cantilevers, plate
resonators, and surface acoustic wave devices. The thin-film composites are based on sputter-
deposited soft-magnetic amorphous materials such as FeCoSiB and FeGaB and polycrystalline
piezeoelectric AlN and AlScN. The experimental investigations of the ∆E effect and relevant
sensor properties such as sensitivity, signal, and noise are assessed with analytical and numerical
models. The models are based on the combinations of different techniques and theories such
as micromagnetics and magnetomechanical macrospin simulations and continuous electrome-
chanical finite-element simulations, and equivalent circuit descriptions of the sensor system and
semi-analytical signal-and-noise models. A thorough understanding of the ∆E effect and ∆E-
effect sensors can be obtained with this multimethod approach, which provides new perspectives
for sensor improvements.

All work reported in this thesis was conducted within the collaborative research center
CRC 1261 - Magnetoelectric Sensors: From Composite Materials to Biomagnetic Diagnostics.
This thesis is structured as follows. In Part I, an introduction to the concept of ∆E-effect sen-
sors and the fundamental theory is introduced. In Part II, the published results and related
investigations are presented. Finally, in Part III, an outlook on yet unpublished results with a
possible way to achieve noise reduction is discussed, and we conclude with a summary.
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Chapter 1

∆E Effect

The magnetoelastic ∆E effect is the underlying physical phenomenon of all sensors investigated
in this thesis. The effect is attributed to the coupling of stress and magnetization, and it causes a
resonance frequency detuning of magnetoelastic resonators in a magnetic field. After reviewing
the previous work on the ∆E effect, it is illustrated in a simplified and qualitative manner
to introduce the fundamentals required for the detailed discussion of ∆E-effect magnetic field
sensors in Part II. This chapter concludes with a discussion of other mechanisms that can affect
magnetoelastic resonators similar to the ∆E effect.

1.1 Overview of Previous Work

In the late 19th and early 20th century [42, 43], measurements were performed in the context
of investigations on the Wiedemann effect [44], i.e., the magnetic-field-induced twisting of a
ferromagnetic rod through which current flows. They observed changes in the mechanical torsion
stiffness and Young’s modulus [38, 45] as a function of an applied magnetic field and stress in
iron and nickel rods. This phenomenon was later referred to as the ∆E effect [46], with "E" for
Elastizitätsmodul (eng.: Young’s modulus). Simultaneously, early theoretical attempts based
on thermodynamic considerations were presented [38, 47] to connect the change in Young’s
modulus with magnetic susceptibility. The increasing understanding of ferromagnetism [48] and
magnetostriction [49–52] in the beginning of the 1930s eventually led to the first explanations
of the ∆E effect in terms of magnetostriction [46, 53, 54]. Experimentally, an intrinsic stress-
strain nonlinearity [55,56] was revealed in addition to an increased resonator damping below the
magnetically saturated state [56]. In the following years, the dependency on temperature and
different annealing conditions were investigated [57–61], considering only the shear and Young’s
modulus in isotropic magnetic models. Further, this holds for the first investigations and models
of the frequency dependency of the ∆E effect and domain wall relaxation effects [62–64] in bulk
magnetic materials in the early 1950s. Owing to the lack of magnetic hysteresis models, only
small deviations from the demagnetized state and initial magnetization curve were treated [39].
This did not change before the concept of magnetic anisotropy [65] was well established and a
first macrospin magnetization model was presented by Stoner and Wohlfarth [66]. Then, the
currently used anisotropic description of magnetostriction by Callen and Callen [67, 68] paved
the way for a deeper understanding of magnetoelasticity and the ∆E effect in the 1960s.

In the following years, magnon-phonon coupling [69,70] in surface acoustic waves was studied
around the ferromagnetic resonance frequency. Besides simple phenomenological models [71],
more elaborate descriptions were developed for the dispersion relation in magnetoelastic me-
dia [72] for magnetoelastic bulk waves [73], Love waves [74, 75], and Rayleigh waves [76]. The
magnetization induced change in wave velocity was investigated with surface acoustic wave
(SAW) devices [41,77–80] for tunable phase shifters [71,77], oscillators [78], filters and envision-
ing magnetic field sensors [41]. Various magnetoelastic thin-films were used for the delay line of
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6 Chapter 1. ∆E Effect

SAWs based on materials such as amorphous Fe-based alloys (FeB, FeSiB) [71, 81], rare-earth
alloys [79], garnet [41,74], and nickel [77,78].

A considerable amount of work from the 80s to the early 2000s focused on different ma-
terials. A large ∆E effect was observed in rare-earth compounds [82, 83] because of the high
saturation magnetostriction; however, most of the work focused on soft-magnetic amorphous
ribbons [40,84–97] and wires [94,98–100]. They were analyzed for anisotropy distributions, mag-
netomechanical damping, and the maximum Young’s modulus change induced by the magnetic
field. The experiments were mostly performed on amorphous ribbon-based cantilever struc-
tures and delay lines utilized as first shear-wave magnetometers [101, 102]. In these materials
and structures, changes of the Young’s modulus of more than 50 % relative to the magnetically
saturated state are reported [91,103].

In the early 2000s, the ∆E effect in soft-magnetic amorphous ribbons found wide-spread
application in electronic article surveillance labels as a low-cost mass product [104]. Besides
amorphous ribbons, the ∆E effect was measured in amorphous thin-film materials, such as
Terfenol-D [105]. Other magnetostrictive thin-films were developed [106]; e.g, for tunable MEMS
resonators (FeCo/Ag multilayer) [107] and pressure sensors [108] based on the ∆E effect. At
the time, fundamental dependencies of the ∆E effect on the magnetic material parameters were
understood using macrospin models for the Young’s modulus [40, 109]. In addition, the first
experimental studies on the ∆E effect of torsion resonance modes in thin-film cantilevers were
performed and described qualitatively with a macrospin model for the shear modulus [110,111].
Yet, the models were limited to specific magnetic configurations and did not fully consider the
tensor characteristics of stress and strain. Further, initial measurements of the ∆E effect of
the C44 stiffness tensor component and the shear modulus were performed in Galfenol single-
crystals [112].

In the last 20 years, the ∆E effect in Terfenol-D [113] rods and Galfenol rods [114] was
investigated as a function of stress, and in FeCoSiB [115,116] and FeGaB [117] amorphous thin
films as a function of the applied magnetic field. The magnetic thin films were used in the
following years for detecting small amplitude magnetic fields in thin-film magnetoelectric ∆E-
effect sensor [31, 118, 119] and they were investigated for such applications in surface acoustic
wave devices [120–125]. A short review on the ∆E-effect magnetometers is provided in Chapter 2.

1.2 Introduction to the ∆E Effect

The interdependency of stress, strain, and magnetization is referred to as magnetoelastic cou-
pling, and it is the origin of the ∆E effect. Although this effect has been known for a long time,
the literature on the same is mostly scattered or focused on very specific magnetic configura-
tions or materials. This section provides a short, qualitative introduction to the ∆E effect and
its connection to magnetostriction and the underlying magnetoelastic effect. The discussion is
simplified by considering uniaxial stress and strain to illustrate the fundamentals and motivate
the major points addressed in Part II of this work. A detailed tensor-based discussion of the
magneto-mechanical theory is provided in Chapter 3.

The magnetization of magnetoelastic materials is accompanied by a strain λ, commonly
referred to as magnetostrictive strain. The maximum value of λ depends on the saturation
magnetostriction λs, which is typically of the order of 10−6 for soft-magnetic amorphous mate-
rials [115, 126–128] and 10−3 for rare-earth alloys [82, 128, 129]. An overview of values for λs of
the materials of various classes can be found in [130]. External stress σ applied to the magnetic
material can change the magnetization, and thereby λ. In addition, σ induces a mechanical
strain e, which obeys Hook’s law (σ = Eme) and is proportional to Young’s modulus Em. Both
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strain contributions superpose and constitute a total strain

ε0 = e + λ (1.1)

that can be measured as an expansion or contraction of the material. That is, ε0 is related to
the gradient of the displacement field. With Equation 1.1 and Hook’s law, an "effective" Young’s
modulus E can be defined

1
E

:= ∂ε0

∂σ
= ∂(e + λ)

∂σ
:= 1

Em
+ 1

∆E
, (1.2)

to describe the apparent change in the materials stiffness caused by the additional stress in-
duced magnetostriction. The proportion of the stress-induced λ depends on the magnetization
configuration and on the magnetic field H. Consequently, H can change E. Estimating E(H) is
challenging because many other factors can affect the magnetostrictive response of the material.
Beyond the magnetic and mechanical material parameters, the sample geometry, magnetization,
and fabrication history are relevant. The next section illustrates the stress and magnetic field
dependent ∆E effect with a magnetoelastic mean-field model.

1.2.1 Illustration of the ∆E Effect with a Model

For illustrating the qualitative connection of the ∆E effect with magnetoelasticity, a mean-field
model, which is a strongly simplified version of the model presented in Section 4.1, is used. The
simplified model can approximate the quasi-static magnetization process at zero temperature,
and it omits the detailed domain structure. As a representative example, we consider a soft-
magnetic material with a uniaxial magnetic anisotropy and isotropic, positive magnetoelastic
coupling (λ > 0). Inhomogeneous magnetic properties are introduced and the mean magnetic
easy axis is slightly misaligned to obtain a more realistic representation of the magnetization
process. A uniaxial stress σ is applied along the direction of an external magnetic field H̄
with a component H in this direction and a magnetic vacuum flux density of µ0H. Both H̄
and σ are applied along the same axis and approximately perpendicular to the mean magnetic
easy axis. The volume averaged magnetic configuration of the sample is represented by the
mean magnetization vector M̄ with saturation magnetization Ms. Using the projection M of
M̄ on the axis of H̄, we define m := M/Ms and refer to it as reduced magnetization to adapt a
succinct terminology. The details regarding the model and simulation parameters are listed in
Appendix A.1.

The simulated magnetization curve in Fig. 1.1a follows the behavior expected from a hard-
axis magnetization process in soft-magnetic samples with uniaxial anisotropy [131, 132]. The
small hysteresis and rounding off of the curve around the anisotropy field are attributed to the
inhomogeneity and slight tilt of the magnetic easy axis. At each point indicated in Fig. 1.1a,
an increasing uniaxial stress σ is applied until m approximately reaches its saturation value.
Then, σ is decreased into the compressive regime σ < 0. As shown in Fig. 1.1b, the resulting
m(σ)-curves are highly nonlinear with significantly varying slopes around σ = 0. The smallest
slope occurs under positive (m = 1) and negative (m = −1) magnetic saturation values, where
m is pinned by the magnetic field. At H = 0, the slope is similarly small and can be explained
with symmetry arguments. In the given configuration, the energy density functional of the
uniaxial stress σ is symmetric around the magnetic easy axis. Therefore, both orientations of
m (m > 0, m < 0) are energetically almost equally favorable, and the slope is very small. The
slope is nonzero because the slight tilt of the easy axis introduces a small asymmetry, which also
causes the magnetic hysteresis. An applied magnetic field H ̸= 0 increases the asymmetry, and
therefore, the m(σ)-curves saturate either with m = 1 or with m = −1 depending on the sign
of H.
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Figure 1.1: (a) Simulated reduced magnetization m := M/Ms, defined by the magnetization M
and saturation magnetization Ms, and plotted as a function of the applied magnetic flux density
µ0H. (b) Simulated reduced magnetization m as a function of uniaxial stress σ, which starts at
the magnetization states marked in (a). (c) Corresponding magnetostriction λ calculated from
the data in (b) via a quadratic approximation and normalized to the saturation magnetostriction
λs. (d) Stress σ as a function of the total strain ε0 calculated from λ in (c) and the mechanical
strain e with Equation 1.1.

According to Equation 1.2, λ must be known as a function of σ to calculate the derivative
∂λ/∂σ and estimate the ∆E effect. The magnetostrictive strain λ(m) can be described via a
quadratic approximation [133]

λ(m) = 3
2λs

(
m2 − 1

3

)
, (1.3)

with the saturation magnetostriction λs. The magnetostriction λ(σ) is obtained as a function
of stress using Equation 1.3 and the simulated m(σ)-curves (Fig. 1.1b). The results are plotted
in Fig. 1.1c, normalized to λs. The factor of −1/3 in Equation 1.3 ensures that λ = 0 in
a hypothetical reference state with an isotropic distribution of the magnetization orientation
(m = 1/3). Therefore, the normalized magnetostriction λ/λs approaches negative values of
λ/λs = −0.5 for compressive stress and λ/λs = 1 for tensile stress. Further, the λ(σ)-curves
are almost identical for H < 0 and H > 0 because λ is an even function of m, and |m| is
almost symmetric around H. The λ(σ)-curves at H < 0 are only partially hidden by those
at H > 0 because of the slight hysteresis. The displacement-related strain ε0 must be known
to estimate the effective Young’s modulus. This strain is obtained from the magnetotriction
curves in Fig. 1.1c by adding the mechanical strain e = E−1

m σ calculated with Hook’s law
(Equation 1.1). The resulting stress-strain curves in Fig. 1.1d are highly nonlinear and exhibit
the same symmetries as described before. Correspondingly, the total strain ε0(σ) shows the
largest slope at intermediate magnetic field magnitudes, wherein the magnetization is most
susceptible to the applied stress. At a large and small H, the contribution of λ to ε0 is small,
and therefore the slope of ε0(σ) is ∂ε0/∂σ ≈ Em.

Following Equation 1.2, the effective Young’s modulus E(σ) is calculated from the derivative
of the stress-strain curves shown in Fig 1.1d. The resulting E(σ)-curves are normalized to
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Figure 1.2: (a) Effective Young’s modulus E, as a function of stress σ for various magnetic
flux densities µ0H, with the magnetic field H and vacuum permeability µ0. The E-curves are
obtained from the derivatives of the stress-strain curves in Fig. 1.1d, and they are normalized to
the Young’s modulus Em at fixed magnetization. (b) Young’s modulus E(µ0H) for two different
stress values, σ0 and σ1. The red, bold lines in both plots indicate the minimum of E.

the Young’s modulus Em at fixed magnetization and are shown in Fig. 1.2a. Each E(σ)-curve
corresponds to a certain magnitude H of the magnetic field. Only calculations for curves at
H > 0 are shown to improve the clarity of the plots. All arguments apply similarly for the regime
H < 0 because the symmetry of λ(H) around H = 0 results in a correspondingly symmetric
effective Young’s modulus E(H) according to Equation 1.2. The effective Young’s modulus
E(H) as a function of the magnetic field is extracted from the E(σ)-curves in Fig. 1.2a at fixed
stress values σ = 0 (bold line) and σ = −20 MPa (dashed line). In Fig. 1.2b the two E(H)
curves are shown and the minimum of E(H) is indicated as a function of σ (red, bold line). The
example emphasizes that compressive stress (σ < 0) increases the minimum Young’s modulus
and shifts it to larger values of the magnetic field, compared to the stress-free state. This stress
dependency of E(H) can be understood as a stress-induced change in the effective magnetic
anisotropy. Compressive stress σ < 0 supports the intrinsic magnetic easy axis perpendicular to
the stress axis. Therefore, a larger H is required to move the magnetization to the orientation
where λ is most susceptible to σ and the minimum of E(H) occurs. Vice versa, σ > 0 partially
compensates the intrinsic magnetic easy axis. This increases the susceptibility of λ to σ, moves
the minimum of E(H) to smaller H, and leads to a larger change in E(H).

Discussion

The example simulations illustrate some fundamental aspects of the stress and magnetic field
dependency of the effective Young’s modulus and its relation to magnetostriction. It was shown
qualitatively that the nonlinear stress-strain relationship is intrinsic to the ∆E effect and mag-
netoelastic materials. Nonlinearity has been demonstrated experimentally in early studies on
amorphous wires [55, 56], and it was recently reported in amorphous ribbons [134]. This is
expected because magnetostriction as per the definition [135], is a nonlinear effect (in contrast
to piezomagnetism). Therefore, defining a Young’s modulus and linearizing the stress-strain
relationship is a simplification. It is unclear whether this is relevant for thin-film sensors with
a small volume fraction of magnetic materials. Another major simplification is related to the
uniaxial character of the stress and the strain. Although it is a wide-spread assumption, it will
be shown to be highly insufficient in many cases. Stress and strain are tensor fields of the second
order that are (in linear approximation) related by the fourth-order stiffness tensor. The ∆E
effect occurs in several tensor components of the stiffness tensor; however, their dependencies on
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the applied magnetic field and influence on the respective resonance mode utilized is nontrivial.
Even if uniaxial approximation is sufficiently valid from an entirely mechanical point of view, the
extend to which it still holds in the presence of the ∆E effect remains unclear. Most mean-field
approximations and constitutive models consider only spatially homogeneous magnetic prop-
erties. However, the effective magnetic properties are inhomogeneous because of the internal
magnetic stray fields, residual stress from the deposition process, and other effects. Combined
with the dynamic stress field of the respective resonance mode, the inhomogeneity is expected to
influence the performance of the ∆E-effect magnetometers. Additional dynamic effects omitted
by a quasi-static approximation can become relevant depending on the resonance frequency of
the mode. All of these above mentioned points pose compelling questions relevant for the design
of ∆E-effect magnetometers; all of them are addressed in Part II. A rigorous analysis requires
the magneto-mechanical theory summarized in Chapter 3 to extend discussions beyond standard
approximations.

1.3 Distinction from Similar Effects

The ∆E effect is described in the previous section as an apparent change in the stiffness of the
magnetic material, caused by an additional, stress-induced magnetostrictive strain that adds to
the linear Hookian strain. This definition explicitly states the mechanism of the stiffness change,
and distinguishes the ∆E effect from other effects that can cause an apparent change in stiffness
upon the application of a magnetic field. Such effects can be caused by magnetic fields that exert
an additional force on the resonator (pole effect) or stress stiffening via magnetostriction-induced
stress and a change in the geometry of the resonator. These effects are briefly elaborated in the
subsections below; further, their contributions to the detuning of the resonator are discussed
with various models. The discussed effects are mostly negligible and become relevant only in
some boundary cases. Additional details on the calculations are provided in Appendix A.2.

Example Parameters

As a representative example of the geometry [136], a model cantilever is considered with a
length L = 3 mm, a width B = 1 mm, a magnetic layer of thickness tf = 2 µm on the top of
a nonmagnetic substrate with a thickness of ts = 50 µm. Young’s moduli of the substrate and
magnetic film at a fixed magnetization are Es = Ef = 150 GPa. For the magnetic material, we
consider a saturation magnetostriction λs = 35 ppm and a saturation flux density of µ0Ms =
1.5 T as an example for soft-magnetic FeCoSiB [115]. The sign of λs does not affect the magnitude
of the resonance detuning for the effects discussed.

1.3.1 Magnetostrictive Elongation

The resonance frequencies of a resonator depend on its geometry. Upon magnetization, magne-
tostrictive strain changes the geometry, which correspondingly alters the resonance frequency.
As a representative example, we consider a cantilever beam composed of a magnetostrictive ma-
terial that is magnetized along its long axis. For a sufficiently slender beam, lateral contraction
is neglected and an approximation of the resonance frequency fr is obtained from the Euler-
Bernoulli beam equation [137]. In this case, the resonance frequency fr ∝ L−2 depends strongly
on the total length L of the cantilever. The elongation of the cantilever by a magnetostrictive
strain λ causes a reduction of fr with the applied magnetic field. The relative change in the res-
onance frequency is independent of the mechanical material parameters or the cantilever length
and can be derived to ∆f/fr ≈ −3λ considering λs << 1 (c.f. Appendix A.2) and assuming
that the change in the length of the cantilever equals the magnetostrictive elongation. With
this equation, we obtain a relative resonance frequency change of ∆f/fr ≈ −0.01 % for example
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parameters stated at the beginning of this section. This calculation poses a strong overestima-
tion for thin-film resonators, wherein the magnetostrictive strain is partially confined by the
mechanical coupling to the substrate. In this case, a bending and curving of the cantilever is
expected to occur rather than a simple elongation.

1.3.2 Stress Stiffening

The magnetotrictive strain is partially confined if the magnetic layer is mechanically coupled to
a substrate. Mechanical stress and strain develop upon magnetization, which cause a curvature
of the resonator and thereby affect the resonance frequency. The framework of linear elasticity
is not sufficient and a geometric nonlinearity must be considered in the calculation to capture
these effects. The change in the stiffness caused by geometric nonlinearities is often referred to
as stress stiffening [138, 139] and it is well known for, e.g., changing the resonance frequency of
turbine blades upon rotation [140] and guitar strings during the tuning of the instrument.

In a magnetoelastic cantilever, stress develops because of the partial confinement of the
magnetostrictive strain as a response to the mechanical backaction of the nonmagnetic substrate.
This stress is referred to as magnetostrictive self-stress and formally described in the theory in
Chapter 3. The maximum magnetization induced stress occurs if magnetostrictive strain is
entirely confined and is proportional to the saturation magnetostriction λs. The influence of
residual stress on the bending stiffness of cantilever resonators can be estimated with analytical
and numerical models [141]. With the example parameters we can obtain a relative resonance
frequency shift of ∆f/fr ≈ 5 · 10−6 %.

Transverse curvature in thin cantilever sheets significantly increased the bending stiffness
along the longitudinal axis [142]. In our case, the curvature is induced by the change in the
magnetostrictive strain upon magnetization, and it is not explicitly included in the previous
estimation. The magnitude of magnetization induced curvature depends on saturation mag-
netostriction, initial magnetic state, and geometry. For a magnetic thin-film plate, the mag-
netization induced curvature can be estimated analytically [143] and used to approximate the
stiffness change [142]. For the example parameters, the resonance frequency detuning connected
with the transverse curvature is of the order of ∆f/fr ≈ 10−6 %. Detailed descriptions of the
combination of models, all equations used, and further details are provided in Appendix A.2.

1.3.3 Pole Effect

The pole effect describes the stiffening of a magnetic resonator because of a torque acting on the
magnetic moments in an applied magnetic field. This phenomenon has been addressed in the
context of cantilever and nanowire magnetometry [144, 145]. It can be estimated analytically
with an energy-based macrospin approach [145]. We consider the example cantilever defined at
the beginning of this section. A magnetic field with magnitude H is applied along the long axis
of the cantilever, sufficiently high to magnetically saturate the film along this direction. When
the cantilever oscillates, the magnetization vector is assumed to follow its motion because of
the high shape anisotropy. The vector moves at an angle to the applied magnetic field, which
creates an additional torque on the magnetization and increases the effective stiffness of the
resonator. For small tip deflections in the first bending mode, the resonance frequency change
∆f normalized to the initial resonance frequency fr can be derived as (Appendix A.2)

∆f

fr
≈ 4µ0M2

s L2

Es

tf
ts

(
H

H + Ms

)
for tf << ts. (1.4)

In this equation, µ0 ≈ 4π · 10−7 represents the magnetic vacuum permeability, Ms represents
the saturation magnetization, and Es denotes the Young’s modulus of the substrate. For the
example parameters, we obtain a relative resonance detuning of ∆f/fr ≈ 10−6 at an applied
magnetic flux density of µ0H = 1 mT. With an increasing magnetic field, the shape anisotropy
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is successively overcome and the magnetization follows the magnetic field. This reduces the
increase in torque and results in maximum detuning at H → ∞. For the considered parameters,
the maximum resonance detuning is approached slowly at several tesla and is approximately
equal to 6 · 10−3. All derivations and equations used are summarized in Appendix A.2.

1.3.4 Discussion and Conclusion

The maximum relative resonance frequency change of reported ∆E-effect magnetometers is
in the range of ∆f/fr ≈ 0.5 − 1 % [31, 136, 146, 147]. This change is about two orders of
magnitude larger than the relative resonance frequency change ∆f/fr ≈ −0.01% estimated
with the magnetostrictive expansion model (Section 1.3.1) despite the strong overestimation
expected from the free-layer assumption. As expected, a more realistic estimation that considers
the mechanical confinement of the magnetostrictive layer to a non magnetic substrate leads to
even smaller values (Section 1.3.2). Both the magnetization-induced curvature and stress are
discussed in this context and are expected to contribute ∆f/fr ≈ 10−6 % to the overall resonance
frequency change. The pole effect (Section 1.3.3) causes a resonance detuning of the same order
of magnitude and reaches ∆f/fr ≈ 10−3 % only at extremely large flux densities of several tesla,
where typical ∆E-effect magnetometers cannot be operated. Although the discussed effects
depend on the geometry and material parameters, the deviations from the example parameters
must exceed several orders of magnitude to increase the resonance detuning to a relevant level.
In conclusion, such resonance detuning effects can be omitted in all of the following discussions
without introducing any significant error.



Chapter 2

Sensor Concept

The ∆E-effect sensor concept is based on standing or traveling mechanical waves in a magnetoe-
lastic structure. Upon the application of a magnetic field, the wave velocity and the resonance
frequency change because of the ∆E effect. Various sensor designs have been employed to utilize
and read-out this change to detect magnetic fields. After providing an overview of past sensor
developments and the state-of-the-art ∆E-effect sensors and systems, the operation and read-out
is discussed, and a more detailed definition of important sensor characteristics is finally stated.

2.1 Overview of ∆E-Effect Sensors

In this overview, magnetoelastic structures operated or characterized as a magnetic field sensor
are discussed. Such sensors consist of a sensor element, which is sensitive to a magnetic field,
and operation and read-out electronics that is required to measure signal and noise. Studies
where only the ∆E effect or resonance frequency detuning were measured are therefore excluded.
The limit of detection (LOD), also referred to as detectivity, is provided as a measure for the
minimum detectable magnetic flux density.

2.1.1 Surface Acoustic Wave ∆E-Effect Sensors

The first magnetic field sensor based on the ∆E effect was suggested in 1987 by Hanna [41].
In their work, a pair of interdigital transducers was used to excite surface-acoustic waves in
a piezoelectric material. A magnetic garnet film was deposited on a delay line between the
transducers. In a magnetic field, the change in the wave velocity caused by the ∆E effect in
the magnetic layer was measured by a phase shift in the output signal relative to the excitation
signal. An example of a SAW sensor element is provided in Fig. 2.1a. Although magnetic SAW
devices (mSAW) have been investigated frequently for magnetic field sensing within the last
ten years [120–125], the analysis is focused on magnetic sensitivity and frequency detuning, and
it rarely covers actual operation as a magnetic field sensor in terms of the signal and noise of
the sensor element or system. This includes the work of Hanna [41]. A considerable amount of
work was conducted earlier on the velocity change of the surface and the bulk acoustic waves
in the magnetic materials as described in the overview of the ∆E effect in Section 1.1, without
mentioning the potential application as a magnetic field sensor.

2.1.2 ∆E-Effect Sensors Based on Free-Standing Thin-Film Resonators

The first free-standing thin-film resonator operated as a ∆E-effect magnetic field sensor was pre-
sented by Osiander et al. in 1996 [118]. It comprises a commercial microcantilever, coated with
an amorphous Terfenol-D thin-film. An external alternating magnetic field was used to drive

13
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Figure 2.1: (a) Photograph (left) and illustration (right) of a surface acoustic wave (SAW) sen-
sor element based on a quartz-crystal structure with a soft-magnetic FeCoSiB thin-film deposited
on the delay line in between a pair of interdigital transducers. Image adapted from Ref. [148].
(b) Schematic structure (left) and top view (right) of a typical sensor element comprising a
MEMS-fabricated, free-standing magnetoelectric composite cantilever. The piezoelectric layer is
sandwiched by a rear-side electrode and two top electrodes that are as visible as white squares
in the photograph. Image adapted from Ref. [132]; copyright 2019 by the American Physical
Society. (c) Example of a free-standing magnetoelectric plate-resonator that is fabricated with
standard MEMS technology. Interdigital electrodes shown in the shematic (top) are used to
excite a higher-order bulk mode (bottom). Image adapted from Ref. [149].

the cantilever in the mechanical resonance. The tip deflection was monitored optically with a
position sensitive device (PSD) and used to detect a static magnetic field. Although only DC
magnetic fields were measured and the noise of the system was not addressed, this work already
comprised the main sensor concept. However, the method employed to excite and read-out us-
ing external coils and optical fibers is inconvenient for miniaturization and sensor integration.
Another resonator-based ∆E-effect DC magnetometer was presented in 2005 by Yoshizawa et
al. [119]. Soft-magnetic amorphous ribbons were pasted on both sides of a lithium niobate and
quartz-crystal resonator. In this design, the amorphous ribbons served as electrodes to excite
and read-out the sensor element electrically via the piezoelectric material. The electrical exci-
tation was adapted by Gojdka et al. [150] who measured low-frequency, and small-amplitude
magnetic fields in 2011. An optically read-out microcantilever was coated with a soft-magnetic
amorphous thin-film and piezoelectrically excited at ≈ 320 kHz. The detection of magnetic fields
with frequencies up to 1 kHz and amplitudes in the nanotesla regime was demonstrated. Fully
integrable ∆E-effect sensors were achieved in the next years by transfering the electrical read-out
principle to MEMS technology compatible materials using magnetoelectric thin-film composites.

A ∆E-effect sensor based on magnetoelectric plate-resonators was presented in 2013 for DC
magnetic field sensing [33]. It comprises a rectangular thin-film composite plate (width 100 µm,
length 200 µm) with a 250-nm-thick AlN piezoelectric layer, and a 250-nm-thick (FeGaB/Al2O3)
magnetic multilayer. Interdigital transducers (IDTs) electrodes of 50-nm-thick platinum were
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used to operate the sensor in a higher order bulk-mode at approximately 250 MHz. A schematic
of the sensor element and resonance mode is shown in Fig. 2.1c. Other rectangular plate res-
onators were presented in the following years, with similar dimensions and structures [151–153]
and LODs of 800 pT/

√
Hz [152]. Although such sensor elements were also shown in array con-

figurations [153], only single elements were analyzed. The arrays were not operated as a sensor
system with a full signal and noise characterization.

The cantilever approach by Gojdka was further developed by Jahns et al. in 2014 [31].
The sensor element is vacuum encapsulated and comprises MEMS-fabricated magnetoelectric
multicomponent cantilevers with a 2-µm-thick AlN layer as a piezoelectric material and a field-
annealed 3-µm-thick amorphous FeCoSiB layer as a magnetic material on a 0.65 µm SiO2 sub-
strate. The cantilevers have a width of 200 µm and lengths from 300-900 µm. An LOD of
12 nT/

√
Hz was measured at 10 Hz in a resonance mode at approximately 6.5 kHz. A significant

improvement in the LOD was achieved by Zabel et al. in 2015 [146], who reached 140 pT/
√

Hz
at 20 Hz in the first bending mode with millimeter-sized resonators. The 3-mm-long and 1-
mm-wide MEMS cantilevers comprises a 2-µm-thick AlN layer and a ≈ 2-µm-thick FeCoSiB-Cr
multilayer on a ≈ 53.5-µm-thick Si/SiO2 substrate. A typical example is shown in Fig. 2.1b. In
contrast to the previous sensor system, a charge amplifier was used for the read-out. A more
comprehensive measurement of signal and noise was performed as a function of frequency and
for the first two bending modes. A low-pass behavior was identified, with a significantly higher
-3 dB bandwidth in the second bending mode (≈ 47 kHz) due to the higher resonance frequency.
Despite a lower noise level in the second bending mode, the LOD was superior in the first bend-
ing mode. This correlated with the electrical excitation and electrode design. Subsequently,
an adapted electrode design optimized for the second bending mode resulted in an LOD of
< 100 pT/

√
Hz in the frequency range between 10 Hz and 100 Hz [147].

The sensor system has been analyzed from a signal-processing perspective, including adap-
tive and multicarrier read-out schemes for signal-to-noise optimization [154]. The sensor element
was described in a signal model as a magnetic-field-dependent impedance. An alternating mag-
netic field modulates the amplitude and phase of the current passing through the sensor. The
low-pass characteristic of the sensor was well described by a first-order Bessel filter in this model.
An LOD of 240 pT/

√
Hz was measured at 10 Hz. Soon after, an equivalent-circuit noise model

was devised for a sensor system with a single sensor element [155]. It was shown that the noise
floor around the resonance frequency of the sensor is dominated by thermal-electrical noise at
low excitation frequencies. Away from the resonance frequency, the noise floor is dominated by
the thermal-electrical noise of the charge amplifier or the excitation source. At large amplitudes
of the excitation voltage, the measurements increasingly deviate from the model owing to the
additional noise around the resonance frequency of the sensor. It was interpreted as sensor-
intrinsic magnetic noise, and is not included in the model.

2.1.3 Other ∆E-Effect Sensors

In recent years, ∆E-effect sensors based on macroscopic laminar composites [156, 157] or com-
pletely free-standing magnetic thin-films [158] have been presented. The magnetoelectric lam-
inate presented by Zhuang et al. in 2015 [156] has dimensions (8 cm × 1 cm × 0.035 cm) in
the centimeter range. This comprises two rectangular Metglas sheets pasted to piezoelectric
macrofibers. Neither the materials nor the mounting conditions are specified. The sensor is
actively excited via interdigital electrodes and read-out with a charge amplifier. LODs close to
100 pT/

√
Hz were measured at 10 Hz. A similar macroscopic composite ∆E-effect sensor was

demonstrated by Staruch et al. in 2017 [157], based on a Metglas-PZT composite beam. The
beam was clamped on both ends, which permitted the application of static stress for tuning the
effective anisotropy. It was excited electrically in a longitudinal resonance mode, and it achieved
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Figure 2.2: (a) Schematic setup of an open-loop and a (b) closed-loop operation and read-out
system. The sketch is adapted from [164].

an LOD of approximately 2 nT at 10 Hz. A doubly clamped free-standing CoFe thin-film of
300 nm thickness was operated in a torsion mode by Staruch et al. in 2020 [158]. It was excited
with a magnetic AC field, and read out optically, which resulted in an LOD of approximately
200 nT/

√
Hz. Shear-wave magnetometers suggested by Squire et al. in 1987 [101, 159] with

double-clamped magnetic ribbons achieved an LOD of 100 pT/
√

Hz at 1 Hz [102]. This sen-
sor comprises a 25-µm-thick amorphous ribbon with a length of about 2 cm. The transducer
electrodes made of PZT fibers were glued to both ends and they enabled the excitation and de-
tection of bulk-shear waves. Similar to delay-line SAW sensors, the magnetic field was detected
by the magnetic field induced phase shift of the input signal. These sensors can be considered
the first-reported magnetic field sensors that utilize the ∆E effect.

2.2 Sensor Operation

2.2.1 Open-Loop vs. Closed-Loop Operation

Two read-out structures are most commonly used for ∆E-effect sensors: open-loop [160] or
closed-loop configuration [161–163]. In the open-loop sensor system (Fig. 2.2a), the sensor ele-
ment is excited with a signal from a local oscillator that is subsequently amplified and compared
with the original signal. Thus, changes in amplitude and phase can be detected. A magnetic
field that changes the amplitude or phase response of the sensor element modulates the oscillat-
ing signal. This modulating signal can be reconstructed by amplitude and phase demodulation.
In addition, the frequency response can be characterized with such a setup. In the context of
∆E-effect sensors, a local oscillator has been used for bulk-shear-wave magnetometers [101,102]
as well as for cantilever sensors [146,147,154]. The other commonly used read-out system avoids
using a local oscillator. Instead, the sensor element is inserted into the feedback loop of an
amplifier as shown in Fig. 2.2b. Here, it forms a closed-loop system that starts to oscillate when
the Barkhausen stability criterion [165] is fulfilled. A sufficiently large gain of the amplifier
is required to compensate for the loss of the sensor, and a constructive superposition of the
signal at a certain frequency. The latter condition is often only fulfilled for one frequency, or
a small range of frequencies depending on the resonator bandwidth of the sensor element. If
the phase response of the sensor changes because of an external magnetic field, the stability
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Figure 2.3: (a) Simplified equivalent-circuit representation of an open-loop operation and read-
out system adapted from [155]. It comprises an excitation source with output resistance Rex, a
sensor element with an impedance Zs = 1/Ys that depends on the applied magnetic flux density
B̄(t) = µ0H̄(t) (t: time, µ0: magnetic vacuum permeability, H̄: magnetic field), and a charge
amplifier with an operational amplifier (OP) and a feedback impedance Zf . The impedance
of the two cables is denoted with ZC1 and ZC2, respectively. (b) The example of a typical
modified Butterworth-Van Dyke (mBvD) equivalent circuit as used in [146] to describe the
electrical behavior of the sensor element.

criterion is no longer fulfilled and the oscillating signal is forced to change its frequency. Hence,
the oscillating signal is frequency modulated, and a frequency detector, such as a phase-locked
loop (PLL), can be used to reconstruct the modulating signal [166]. This read-out structure
is the most common for SAW devices [161–163]; however, has been used for ∆E-effect sensors
based on high-frequency plate resonators [151]. Compared to an open-loop system, a closed-loop
system appears to be simpler [167,168]. However, it requires a reference oscillator for frequency
detection and is only suitable for detecting the phase response of the sensor [164]. A change in
the oscillator’s signal amplitude is usually suppressed by the saturation of the amplifier.

The detailed discussion of the two read-out and operation systems including a comparison
of the signal, noise, and LOD can be found in [164]. In that study, the equivalence of both
configurations with respect to the limit of detection was demonstrated. However, the description
of the sensing process and definition of sensitivities differ. The sensors used throughout this
thesis are operated in an open-loop system, and therefore, the corresponding sensitivities and
details on the operation are provided in the following section.

2.2.2 Sensor Operation in an Open-Loop System

We consider the open-loop system illustrated in Fig. 2.3a, which has been used in several pre-
vious studies [147,155,169]. During sensor operation, a sinusoidal voltage uex = ûex sin(2πfext)
with time t, amplitude ûex, and frequency fex is applied to the piezeoelectric layer of the sen-
sor element to excite the resonator at or close to its mechanical resonance frequency fr. An
alternating magnetic field results in an alternating change in the frequency characteristic of the
admittance Ys(fex) = 1/Zs via the ∆E effect, and modulates the current is through the sensor
element in amplitude and in phase. This current is measured as a voltage uco at the output of a
charge amplifier. The output voltage is analog-digital converted and demodulated to reconstruct
the alternating magnetic field. From a signal processing point-of-view, the sensor element can
be described by its electrical admittance Ys(fex, B̄), which depends on the operating frequency
fex, and the magnetic flux density B̄ = µ0H̄ with magnetic field H̄ and magnetic vacuum per-
meability µ0. The leakage current through the cable with impedance ZC1 is negligible and the
output resistance is small compared to the impedance Zs of the sensor element. The output
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voltage uco(t) of the charge amplifier can then be described [155]

uco(t) ≈ −Zf(fex) · ûex · |Ys(fex, B̄)| · cos
(
2πfext + arg{Ys(fex, B̄)} + ϕ

)
, (2.1)

where ϕ represents a constant, magnetic-field-independent phase shift between the excitation
signal and the output signal. The output signal uco(t) is fed into a quadrature detector with
amplitude or phase demodulation. With components I = uco · cos(2πfext) and Q = uco ·
sin(2πfext), the amplitude demodulated signal uA(t) and phase demodulated signal uΦ(t) are
given by

uA(t) =
√

I2 + Q2, (2.2)

uΦ(t) = arctan(Q/I), (2.3)

which are low-pass filtered to remove the undesired frequency components. The sensor itself
exhibits a band-pass behavior around the resonance frequencies of the resonator. To the best
of our knowledge, its physical origin has never been discussed in detail. As will be confirmed in
Part II, Section 7.2, this behavior can be understood intuitively as being caused by a delayed
response of the resonator to the magnetic-field-induced stiffness change owing to its mass inertia.
Equation 2.1 is only approximately valid for small magnetic field frequencies fac well within the
pass-band of the filter, because this equation does not consider the band-pass filter of the sensor.
The filter behavior has been considered previously entirely phenomenologically by applying a
first-order Bessel filter to the demodulated signal [154] with a -3 dB cut-off frequency that equals
half the bandwidth BW of the resonator [170]. Yet, this is only valid if the sensor is excited to
its mechanical resonance fex = fr and a more general expression must be derived for arbitrary
fex. This is important if the resonance frequency is not identical with the optimum excitation
frequency and if several sensor elements are operated in parallel with the same excitation source.
In the latter case, slight variations always cause a distribution of the resonance frequency, and
fex = fr can never be fulfilled for all sensor elements. An extension of this model is developed
in Part II, Section 7.2.

2.2.3 Admittance of Electromechanical Resonators

The sensor element enters the equivalent circuit of the sensor system as a magnetic-flux-dependent
electrical admittance Ys = 1/Zs (Fig. 2.3a). At a fixed magnetic flux density, Ys is mostly de-
termined by the electrical and effective mechanical properties of the resonator. The electrical
properties of such electromechanical resonators can be described by an equivalent circuit repre-
sentation shown in Fig. 2.3b. This method was first introduced by Van Dyke in 1928 [171] and is
frequently employed for the characterization and simulation of piezoelectric resonators [172–174];
further, it has been used for ∆E-effect magnetometers [31, 33, 146]. The original model [171] is
often referred to as Butterworth-Van Dyke (BvD) model and it comprises an LCR-series reso-
nance circuit with inductance Lr, resistance Rr, and capacitance Cr, in parallel to a capacitance
CME. While the LCR-circuit represents the electrical response of the mechanical resonator,
CME describes the capacitance of the piezoelectric layer. Modifications of this equivalent circuit
are referred to as modified Butterworth-Van Dyke (mBvD) models [175–178]. Often, resistance
RME is added as shown in the mBvD equivalent circuit in Fig. 2.3b to include the piezoelectric
loss. Although this loss contribution depends on frequency, it is well approximated as a constant
within the bandwidth of the resonator [146,155]. Other extensions introduce nonlinear elements
(Part II, Section 6.2) and additional parallel circuits to include superposed resonance modes and
several parallel connected sensor elements (Part II, Sections 7.1 and 7.2).

The equivalent circuit parameters can be obtained by fitting the model to measurements with
a nonlinear optimization procedure. An example fit of the mBvD model presented in Fig. 2.3b to
an electromechanical resonance curve of a ∆E-effect sensor is shown in Fig. 2.4. The magnitude
|Ys| of the electrical admittance Ys of the sensor element is shown in Fig. 2.4a (top) and the
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Figure 2.4: Example of measured sensor admittance Ys as a function of excitation frequency fex
compared with a Butterworth-van Dyke equivalent circuit fit. The mechanical eigenfrequency fr
obtained from the model is indicated. (a) Magnitude |Ys| of the electrical sensor admittance Ys
and magnitude |∂|Ys|/∂fex| of the derivative with respect to the excitation frequency fex. (b)
Phase angle arg{Ys} of Ys and magnitude |∂arg{Ys}/∂fex| of the derivative of the phase angle.

corresponding phase angle arg{Ys} in Fig. 2.4b (top). A local minimum is visible in both: the
magnitude and the phase angle; this is because of the contribution of the parallel capacitance
CME to the admittance, and it masks the typical behavior of the magnitude and phase angle of
the linear oscillator described by the LCR-circuit. As a consequence, the mechanical resonance
frequency fr is located somewhere between the local maximum and the local minimum in the
|Ys(fex)| curve, as illustrated in Fig. 2.4. A larger contribution of the LCR-circuit (e.g., by a
larger quality factor) shifts the local maximum towards fr on the frequency axis. The resonance
frequency fr and the quality factor Q of the mechanical resonator can be extracted from the
LCR-circuit parameters. With [174]

fr = 1
2π

√
LrCr

, (2.4)

and

Q = 1
Rr

√
Lr
Cr

, (2.5)

the bandwidth
BW ≈ fr/Q, (2.6)

of the resonator can be estimated [179]. The mBvD parameters of the ∆E-effect magnetometers
depend on the operating parameters like the applied magnetic flux density or the amplitude ûex
of the excitation voltage because of the magnetoelastic layer. The mBvD models that have been
used previously for ∆E-effect sensors are limited to linear electromechanical resonance. Further
details on linear mBvD models for piezoelectric resonators can be found in [180].

2.2.4 Sensitivities and Operating Point

All sensor properties enter Equation 2.1 via the electrical admittance Ys(fex, B̄) of the sensor
element. We omit the full vector characteristic of B̄ and consider only the magnetic flux density
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B along one axis to simplify Ys. Then, the magnitude |Ys| and phase angle arg{Ys} of Ys are
described as functions of B developing a Taylor series around a certain value B0 of B. Previously,
only the first two terms were kept in linear approximation [154,155]. It is given as

|Ys(fex, B)| ≈ |Ys(fex, B0)| + ∂|Ys(fex, B)|
∂B

∣∣∣∣
B=B0

· (B − B0), (2.7)

and
arg{Ys(fex, B)} ≈ arg{Ys(fex, B0)} + ∂arg{Ys(fex, B)}

∂B

∣∣∣∣
B=B0

· (B − B0). (2.8)

Now, we consider a magnetic flux density B = B0 + Bac(t) that is a superposition of the static
magnetic flux density B0 with a small alternating magnetic flux density Bac(t). We simplify the
notation by defining Y0 := |Ys(fex, B0)| and ϕ0 := arg{Ys(fex, B0)}. With Equations 2.7-2.11
the signal equation (Equation 2.1) can be written as

uco(t) ≈ −Zf(fex) · ûex · [Y0 + SamBac] · cos (2πfext + SpmBac + ϕ0 + ϕ) . (2.9)

The partial derivatives in Equations 2.7 and 2.8 are referred to as amplitude sensitivity Sam and
phase sensitivity Spm, respectively. If the sensor is excited in its mechanical resonance (fex = fr),
Sam and Spm can be further decomposed into two differentials

Sam := ∂|Ys(fex, B)|
∂B

∣∣∣∣
B=B0,fex=fr

= ∂|Ys(fex, B)|
∂fex

∣∣∣∣
B=B0,fex=fr

∂fr(B)
∂B

∣∣∣∣
B=B0

, (2.10)

Spm := ∂arg{Ys(fex, B)}
∂B

∣∣∣∣
B=B0,fex=fr

= ∂arg{Ys(fex, B)}
∂fex

∣∣∣∣
B=B0,fex=fr

∂fr(B)
∂B

∣∣∣∣
B=B0

. (2.11)

The first partial derivatives with respect to the excitation frequency fex are referred to as
electrical sensitivities Sel,am and Sel,pm, because they contain the electrical response of the sensor
element. The partial derivative of the resonance frequency fr with respect to the magnetic flux
density B is called magnetic sensitivity and denoted as Sm. It includes the ∆E effect, and
describes the effective mechanical response to the magnetic flux density. In summary, the three
derivative are defined as

Sel,am := ∂|Ys(fex, B)|
∂fex

∣∣∣∣
B=B0,fex

, Sel,pm := ∂arg{Ys(fex, B)}
∂fex

∣∣∣∣
B=B0,fex

, (2.12)

and
Sm := ∂fr(B)

∂B

∣∣∣∣
B=B0

. (2.13)

Several approximations made in the signal model need to be mentioned. Linearization is a good
approximation for small magnetic field amplitudes, but it cannot describe harmonic distortions
at larger magnetic fields. Because the vector characteristics of the magnetic field and magnetic
sensitivity are not considered, all values obtained for the sensitivities are only valid for a specific
measurement configuration. In addition, Equation 2.12 does not consider the filter characteristic
of the sensor, and the previously used solutions to this problem are only valid if the sensor is
excited at its mechanical resonance frequency.

Operating Point and Magnetic Sensitivity

A large amplitude sensitivity Sam or phase sensitivity Spm can be beneficial for sensor operation.
This requires optimizing the product of electrical sensitivities (Sel,am, Sel,pm) and magnetic sensi-
tivity Sm according to Equations 2.10 and 2.11. The electrical sensitivities are illustrated at the
example of the measured admittance curve shown in Fig. 2.4a (magnitude) and Fig. 2.4b (phase
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Figure 2.5: (a) Mechanical resonance frequency fr as a function of the magnetic flux density
B obtained from a series of admittance measurements and BvD fits as shown in Fig. 2.4. The
measurement was started close to magnetic saturation at -5 mT. (b) The magnitude |∂fr/∂B|
of the derivative of fr with respect to the magnetic flux density B; We refer to this derivative
as the magnetic sensitivity Sm.

angle). The BvD model is fitted to the admittance data to extract the resonance frequency
fr and form the derivatives of the magnitude and phase angle with respect to the frequency.
The resulting electrical sensitivities Sel,am and Sel,pm are plotted in Fig. 2.4 (bottom) and are
indicated at fr with red dots. Whether amplitude modulation or phase modulation dominates
the signal depends on the selected fex because the maxima of the two different derivatives are
at different frequencies. In the case shown here, the maxima are both close to fr, so we expect a
significant contribution of phase and amplitude modulation to uco for fex = fr. Using fex = fr
as an excitation frequency is not a necessary condition for sensor operation, e.g., it has been
shown that several carriers can be used to improve signal-to-noise ratio [154]. However, oper-
ating at fex = fr is convenient because it simplifies the theoretical treatment, and often it does
not significantly impair the sensitivity.

To determine the magnetic sensitivity Sm and the optimum magnetic bias field B0, admit-
tance measurements are performed for a set of magnetic flux densities B, and fr is extracted
from the BvD fits. The resulting fr(B)-curve is plotted in Fig. 2.5a, and it follows qualitatively
the simulations of the Young’s modulus of a hard axis magnetization process (Section 1.2.1).
The absolute of the derivative, i.e., |Sm|, is plotted in Fig. 2.5b. It exhibits four local extrema at
|B| > 0, and a minimum around B = 0. Therefore, a bias flux density B0 > 0 is typically applied
when operating a ∆E-effect sensor. Exceptions are discussed in Part II, Section 7.1. However,
not only Sm changes with B but also the electrical sensitivities; this causes the local maxima
in |Sam| and |Spm| to be slightly off the local maxima in |Sm|. Approximating the response of
the sensor with the three sensitivities Sel,am, Sel,pm, and Sm is in particular useful for analyzing
the different magnetic, mechanical, or electrical contributions to the output signal. Additional
normalization is required to compare electrical and magnetic sensitivities of different sensors
reasonably (c.f. Part II, Sections 4.1 and 4.4).

Besides B0 and fex, the third major operating parameter is the amplitude ûex of the excita-
tion voltage. According to Equation 2.12, the output signal depends linearly on ûex. However,
also the ∆E effect and sensor admittance depend on ûex because of the nonlinearity of the
magnetoelastic effect (c.f. Section 3.2.5), and the dependency of the quality factor on ûex [146].
Consequently, the three operating parameters depend highly non-linearly on each other, which
makes describing the sensor behavior challenging. In general, large parameter sweeps have to
be performed to find the optimum operating parameters of a specific sensor device.
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2.2.5 Signal-and-Noise Characterization

For a signal characterization of the sensor, a sinusoidal magnetic test signal Bac = B̂ac sin(2πfact)
is applied with amplitude B̂ac and frequency fac. The output signal uco(t) of the charge amplified
is fed into a quadrature demodulator to obtain the amplitude demodulated output signal uA(t)
in volt, or the phase demodulated output signal uΦ(t) in radians. The amplitude spectrum Â(f)
of uA(t) and the phase spectrum Φ̂(f) of uΦ(t) can then be used to define a normalized measure
for the response of the sensor to a magnetic field. We define

SV(fac) := Â(fac)
B̂ac

, SΦ(fac) := Φ̂(fac)
B̂ac

. (2.14)

The two quantities SV and SΦ relate the amplitude B̂ac of the alternating magnetic flux den-
sity to the output signal in volt or radians at the frequency fac of the magnetic test signal.
Sometimes, SV is referred to as voltage sensitivity [181, 182] and correspondingly, SΦ is called
phase sensitivity here. In contrast to the electrical and magnetic sensitivities, SV and SΦ depend
directly on the excitation voltage amplitude ûex via Equation 2.12 and they include the filter
characteristic of the sensor. A reasonable measure for the noise must be normalized to the data
acquisition time and is therefore called noise density. The noise density can be obtained from
the power spectral density (PSD) with units of V2/Hz. We refer to the square root of the PSD
of the charge amplifiers output signal uco(t) as the voltage noise density Uco(f) with units of
V/

√
Hz. Similarly, the square root of the PSD of the amplitude demodulated signal uA(t) is

referred to as amplitude noise density A(f) and of the phase demodulated signal uΦ(t) as the
phase noise density Φ(f). The measurement must be performed without an applied magnetic
test signal.

Typical measurements of an example sensor are shown in Fig. 2.6. The sensor is excited in
mechanical resonance at fex = fr = 9070 Hz and two measurements are performed. First with a
magnetic test signal with fac = 10 Hz and subsequently without. Accordingly, in Fig. 2.6a, two
peaks are visible in the voltage spectrum Ûco at fex ± 10 Hz around the carrier, and no peaks
in the corresponding voltage density spectrum Uco, measured without a magnetic test signal.
In this example, the signal is amplitude demodulated and the resulting amplitude spectrum
Â and amplitude noise density spectrum A are plotted in Fig. 2.6b as functions of frequency
f . Following Equation 2.15, the value of Â at f = fac can be used to calculate the voltage
sensitivity SV as the amplitude B̂ac of the magnetic test signal is known. Similarly, the noise
level at f = fac can be obtained from the amplitude noise density A. Both, the noise density and
sensitivities SV and SΦ are functions of the magnetic field frequency f = fac, as illustrated in
Fig. 2.6c at the example of the first and second bending mode (BM 1 and BM 2) of a cantilever
resonator operated at fex = fr [146]. In this particular example, the sensor intrinsic noise causes
an increased noise floor around fr, which is also present in the spectra shown in Fig. 2.6a and b.
The voltage sensitivity SV in this case follows the magnitude-frequency response of a first-order
Bessel filter [154] as mentioned in Section 2.2.2. Because the quality factor Q is of the same
order for BM1 and BM2 in this case, the increased resonance frequency of BM2 results in a
larger bandwidth according to Equation 2.6. The corresponding -3 dB cut-off frequencies f−3dB
of the low-pass filter are shown in Fig. 2.6c.

The sensitivities (SV, SΦ) and noise densities (A, Φ) can be used to define a measure for the
smallest magnetic field amplitude that can be detected. Various terminologies have been used
for this measure, such as equivalent magnetic noise [183], field equivalent noise [184], equivalent
magnetic noise limit [185], detectivity [186] or limit of detection (LOD) [154,187]. This measure
can be defined for amplitude demodulation (LODam) and phase demodulation (LODpm) as

LODam(fac) := A(fac)
SV(fac)

, LODpm(fac) := Φ(fac)
SΦ(fac)

. (2.15)
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Figure 2.6: Example spectra from measurements with a typical cantilever-based ∆E-effect
magnetic field sensor around the resonance frequency fr = 9070 Hz. (a) Voltage spectrum Ûco(f)
(f:frequency) of the output signal uco(t) of the charge amplifier with the applied magnetic test
signal with a frequency of fac = 10 Hz, and voltage noise density spectrum Uco(f) without the
applied test signal; (b) amplitude spectrum Â(f) of the amplitude demodulated signal uA(t)
with the applied magnetic test signal and amplitude noise density spectrum A(f) without the
applied test signal. (c) Illustration of the voltage sensitivity SV and the amplitude noise density
A as a function of fac of an example sensor operated in the first and second bending mode (BM 1
and BM 2), where the sensor-intrinsic noise sources dominate the noise floor around fr. The
data in (c) are obtained from [146].

Although SV and SΦ at fac must be measured with the applied magnetic test signal, A and Φ
must be obtained from a measurement without the test signal being applied. The qualitative
and quantitative behaviors of signal and noise are complex because they depend not only on the
sensor system, but also on the operating parameters. Signal, noise, and LOD as functions of
different parameters are analyzed in detail in Part II, Chapter 6.



24 Chapter 2. Sensor Concept



Chapter 3

Magneto-Mechanical Theory

This chapter provides a short overview of the most important theoretical foundations of mag-
netoelastic and mechanical systems within the framework of continuum mechanics and the phe-
nomenological theory of micromagnetism. After providing the general form of the thermody-
namic potential of the magneto-mechanical system in Section 3.1, the individual energy density
contributions are discussed in Section 3.2 with a focus on the magnetoelastic coupling term. The
thermodynamic potential is used to describe the dynamic behavior with the coupled mechanical
and magnetic equations of motion in Section 3.3. In this chapter, the summation convention is
used for italic indices to simplify the sum notations if not stated differently. Summations are
always performed over all three spatial dimensions. Energies and energy densities are denoted
by uppercase symbols and lowercase symbols, respectively.

Overview of Modeling Methods

The first attempts at describing the magnetization process used entirely mathematical models
without an underlying physical basis. An early well-known example is the Rayleigh model from
1887 [188] that used a second-order power expansion in the flux density to approximate the
magnetization curve for small, applied magnetic fields. Many other mathematical models based
on step functions [189–193] and piece-wise linear approximations [194–197], power-series [198–
204] or exponential fits [205,206], and similar mathematical approximations [207–209] have been
used since then for hysteretic or anhysteretic parts of the magnetization curve. In 1935, Preisach
[210] presented the first scalar model that describes the complete ferromagnetic hysteresis curve
by an ensemble of minor hysteresis loops characterized by a distribution of their coercive fields
and offsets from the zero field. Considerable effort was invested into the various extensions
[211–213]; for example, to include dynamic behavior [214, 215], stress [216, 217], and to reflect
the vector characteristics of the magnetization [218, 219]. Similar properties were captured by
the Chua model [220, 221] from 1970 and its various extensions [222–224]. The relationships
between the Preisach and Chua models have been derived [225, 226]. Both models describe
minor hysteresis loops and other generic properties of magnetic hysteresis. These and other
mathematical models of hysteresis have proved useful for embedding magnetic hysteresis into
lumped parameter models [223, 227] and electromagnetic finite element calculations [190, 191,
196, 228–230], where microscopic and mesoscopic behaviors are not of primary interest. Yet,
these mathematical models have a limited connection to the underlying physical mechanisms
that impedes the predictions and complicates the physical interpretations of the results.

Physically, the state of the magnetization of a ferromagnetic material can be defined by a set
of all atomic magnetic moments that assemble the magnetic domain structure. The occurrence
of the magnetic moment is in itself a relativistic quantum mechanical phenomenon [231] and
its interactions pose a complicated multibody problem [232]. Hence, this field unifies major
aspects of modern theoretical physics. Solutions are traditionally approximated by ab-initio
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methods such as the Hartree-Fock method and density-functional theory [233], or by using the
more recent relativistic density functional theory (rDFT) or Korringa-Kohn-Rostoker (KKR)
method [234]. Such calculations are computationally extensive, and this restricts the range of
applications to atomic dimensions [233].

Atomistic spin-dynamics models [235, 236] represent a discrete modeling approach, wherein
each atom is ascribed a localized effective magnetic moment treated as a classical spin of fixed
length [237]. Although there are arguments and studies that support the localization approxi-
mation well [237,238], even for itinerant ferromagnetic materials, its validity is often considered
a "topic of historical debate" [239]. The short-range interactions of the localized atomic spins
are modeled by some type of exchange interaction that leads to a long-range magnetic order
and macroscopic magnetic properties. Spin-dynamics obeys a phenomenological equation of
motion [237] inherited and adapted from the continuous micromagnetic approach, which is in-
troduced in the paragraph below. A detailed introduction to the underlying theory of atomistic
spin-dynamics has been reported in [240]. Advanced atomistic spin models that include the cor-
rect crystal structure and more realistic descriptions of the interatomic magnetic interaction have
emerged within the last twenty years [241] and contributed significantly to the fundamental un-
derstanding of magnetic phenomena in different materials such as Fe3O4 [242], IrMn [243,244], or
YIG [245] among many other examples [246–249]. Besides the rather fundamental investigations,
a fairly recent trend is the massive parallelization of atomistic spin-dynamics simulations with
software packages such as VAMPIRE [235,250] and UPPASD [251]. This has enabled large-scale
simulations of nanogranular materials with dimensions on the length scale of > 100 nm [235] for
heat-assisted magnetic recording [252,253], where discrete magnetic properties of spin-ensembles
and temperature fluctuations on atomic scale [254] become relevant. These models can consider
a realistic atomistic configuration obtained from previous molecular dynamics simulations. Re-
cently, atomistic spin-dynamics simulations have been combined with molecular dynamics in
a single model [236, 255, 256] that permits a more realistic description of magnetic defect and
lattice interactions and thermal fluctuations of the magnetic and mechanical sub-systems. A
comprehensive overview of the recent progress is summarized in [257].

Micromagnetic models approximate magnetization as a continuous vector field that obeys
a phenomenological equation of motion (c.f. Section 3.3). Forces that enter the equation of
motion are derived from the thermodynamic potential of the system. The origin of this ap-
proach can be traced back to the well-known magnetic domain calculations of Landau and
Liftshitz [258] in 1935, which is in conjunction with the variational formulation of Brown in
1940 [259], and the work of Gilbert in 1955 [260], who introduced the equation of motion that
is commonly applied today. The work of many other authors in the early and mid twentieth
century contributed to the theoretical framework, which was layed out in detail by Brown [261]
in the first unified description of micromagnetism in 1963. Non-local energy density terms make
the micromagnetic equation of motion an integro-differential equation that can be solved only
with numerical methods in its general form. Therefore, the early applications were limited
to strongly simplified problems such as one-dimensional domain wall calculations [258, 261] or
linearizations at large magnetic field values [259]. An increase in the computational power in
the late 20th century and the implementation of numerical schemes such as the finite differ-
ence [262] and finite element method [263,264] permitted the handling of increasingly extensive
problems [265]. This led to deeper insights into many fields, e.g., the magnetization reversal pro-
cess and interaction of ferromagnetic nano-particles [266, 267], properties of thin-film recording
media [268,269], and sintered permanent magnets [270,271]. Currently, micromagnetic modeling
is a well established research tool for investigating magnetic microstructures and their magne-
tization dynamics [272]. A variety of codes have been presented with advanced functions, e.g.,
to include eddy currents [273], spin-transfer torque [274,275], or stochastic formulations to con-
sider finite temperatures [276–278]. The wide-spread application and transition from a purely
research-based topic to an engineering tool is reflected by the large number of commercial and
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open source software packages such as OOMMF [279], magnum.fe [280], MuMax3 [281], and
many others. A comprehensive overview of the available micromagnetic software is provided
in [282]. Graphical processor unit accelerated implementations improved the performance in
recent years significantly and extended the accessible length scales to several micrometers with
desktop workstations [282–284]. Relative to the more traditional finite difference methods, finite
element implementations simplify the simulation of complex sample geometries, e.g., for spin-
tronic devices [275] or sample structures in the emerging field of curvilinear magnetism [285,286].
An overview of some other recent advances and trends in micromagnetism and its applications
have been presented elsewhere [283]. In very few recent studies, micromagnetics has been com-
bined with phase-field approaches [287–290] to consider the effect of the mechanical subsystem
on the domain evolution of highly magnetostrictive materials. Such multiphysics approaches
are still an exception in the field of micromagnetic modeling, and only as recent as this year,
simplified mechanical equations of motion were included into the available micromagnetic soft-
ware [291]. Magnetomechanics is of central importance in this thesis, and most relevant effects
can be fully captured by a continuous, micromagnetic description of magnetism. Therefore, mi-
cromagnetism represents a major part of the underlying theoretical framework of this work and
is the basis for further simplifications that must be imposed to reduce the computational costs
for simulating structures with dimensions beyond the micrometer regime. The typical strategies
for upscaling the simulation volume are described below.

Multiscale models combine the approximations made on different length scales to improve
the performance and cover larger spatial or temporal domains while keeping a sufficient level
of detail [292, 293]. Concurrent multiscale models combine the scales in one simulation, which
is often a discrete atomistic region with continuous micromagnetic areas. This permits, e.g.,
resolving magnetic interfaces [294] or domain walls with high accuracy [295] or treating sin-
gularities such as Bloch points to be more physical [296]. Sequential models pass on the re-
sults obtained from simulations on a small scale to a larger scale over an extended spatial or
temporal domain. A classical example is calculating the effective material parameters with
ab-initio methods for subsequently treating a larger problem with atomistic or micromagnetic
models [297–299]. Combining micromagnetic and macroscopic models is challenging because of
the global characteristic of energy contributions that determine the magnetic domain structure
within the micromagnetic framework. Thus, the magnetic microstructure is to a large degree
determined by the sample geometry on a macroscopic scale. This physical coupling of the meso-
scopic micromagnetic scale with the macroscopic scale makes separating the two scales with
a hierarchical multiscale approach difficult. The few multiscale models that combine the mi-
cromagnetic scale with macro-scale simulations are mainly concurrent models wherein a small
volume is modeled micromagnetically and coupled to a larger region described with magnetic
constitutive relations, e.g., to simulate magnetic recording heads with storage media [300,301].

Macroscopic magnetic material models strongly simplify the micromagnetic description to
approximate the magnetization behavior of magnetic materials on a macroscopic scale. The
Stoner-Wohlfarth model [66] provides a simple phenomenological, but physics-based descrip-
tion that can approximate reversible and irreversible ferromagnetic magnetization processes.
Within this approximation, the magnetization field is represented by a single macroscopic mag-
netic moment, which neglects the specific magnetic microstructure and assumes homogeneous
magnetic properties. Instead of solving the micromagnetic equation of motion, the quasi-static
equilibrium orientation is found by minimizing the Gibbs free energy density. Hence, it can be
understood as a quasi-static simplification of the continuous micromagnetic description. Modi-
fications and extensions based on this macrospin approach have been used to approximate the
static and dynamic magnetization behaviors of extended ferromagnetic samples with different
properties [40,93,302–305].

Macroscopic mean-field models provide an extension of the macrospin approximation by
considering an ensemble of macrospins, sometimes coupled with an effective mean field that
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depends on the mean magnetization of the ensemble. Mathematically, this concept is identical
to the Weiss molecular field [306], originally introduced to provide a microscopic interpretation of
ferromagnetism. Such a mean field is used in the originally isotropic Jiles-Atherton model [307]
and its extensions to anisotropic media [308, 309] and a vectorized formulation [310]. Models
of the Jiles-Atherton type have been used for various device simulations wherein bulk magnetic
properties were of major interest, including magnetostrictive transducers [311–313] and fluxgate
sensors [314]. In addition to the mean-field approximation, the model is based on a modified
Langevin function for anhysteretic bulk magnetization with another term weighted by a fitting
factor for the hysteretic part of the magnetization. Although the reasoning for the model is
based on physical arguments, the method for including hysteretic effects is not directly derived
from the micromagnetic theory of magnetism and to some degree, it is mathematically arbitrary.
Consequently, such models can be considered as semi-physical wherein the transition to entirely
mathematical models is continuous and depends on the additional assumptions made and the
specific application.

Armstrong’s model [315,316] and modifications [317,318] do not include a mean interaction
field or an ensemble of macro spins. Instead, they assume an inverse exponential distribution of
magnetization energy states to modify the energy density function of a single macro spin, and
they obtain a fully differentiable magnetization curve that can be used as a smooth constitutive
relation. The distribution is quantified with a fit parameter. A brief overview of other mean-
field models is provided in [319]. In contrast, the mean-field models that are more directly based
on ensembles of the Stoner-Wohlfarth-like macro spins are intrinsically anisotropic, and they
have a closer connection to the continuous micromagnetic theory of magnetism [320]. Examples
include mean-field coupled macrospin ensembles with prescribed anisotropy distribution [320]
or uncoupled macrospin ensembles with energy densities based on the Boltzmann distribution
approximating thermally activated switching [321]. A macrospin model that considers the dis-
tributions of specific domain configurations was presented by Squire [109, 322]. In this model,
pairs of macro spins represent magnetic domains coupled by their respective volume fraction via
a movable magnetic domain wall.

Although some models include magnetoelastic interaction, most do not explicitly address
the ∆E effect or are limited to the Young’s modulus and omit the influence of the geometry
of the device in terms of local stray fields or stress distributions. Most ∆E effect models omit
the effective mechanical anisotropy introduced by anisotropic magnetic properties because it
requires a complete tensor description of the effective mechanical properties. In this work,
energy-based magnetoelastic models are developed, implemented, or extended where necessary
to analyze and approximate the magnetization and magnetoelastic properties of thin film ∆E-
effect sensors. The most important theoretical fundamentals are introduced and summarized in
this chapter, with a focus on the magnetoelastic interaction within the micromagnetic theory.

3.1 Thermodynamic Potentials of a Magnetoelastic System

The basis for most physical magnetic models is a thermodynamic potential that represents the
state of the considered system. From the first law of thermodynamics, the exact differential
dU = δQ + δW of the internal energy U can be expressed by the heat transfer Q into the
system and the work W performed on the system. From the second law of thermodynamics and
considering a reversible process, the differential heat δQ = TdS is given by the change dS of
entropy S and the temperature T . It is

dU = δQ + δW = TdS +
∑

i

P (i)
g dV (i)

g . (3.1)
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As shown in the second part of this equation, the differential work δW added to the system can
be described by the sum of all generalized forces P

(i)
g (intensive) that act on the system over

corresponding generalized displacements dV
(i)

g (extensive). Writing the entirely mechanical part
of δW as PmechdVmech and summarizing all nonmechanical contributions as ∑i P

(i)
magdV

(i)
mag,

dU = δQ + δW = TdS +
∑

i

P (i)
magdV (i)

mag + PmechdVmech. (3.2)

The differential enthalpy dH can be obtained from dU by the Legendre transformation of the
mechanical quantity dVmech → dPmech to obtain

dH := dU − pmechdVmech − Vmechdpmech = TdS +
∑

i

P (i)
magdV (i)

mag − Vmechdpmech. (3.3)

The Legendre transformation dS → dT of dH is used to eliminate the entropy term (−TdS)
and the differential Gibbs free energy dG is obtained. Further, considering that the temperature
is constant (dT = 0),

dG := dH − TdS − SdT =
∑

i

P (i)
magdV (i)

mag − Vmechdpmech for dT = 0. (3.4)

The Gibbs free energy is often discussed for chemical reactions occurring at constant tempera-
ture and constant pressure. Then, the mechanical term (Vmechdpmech) vanishes and dG equals
the nonmechanical work performed on the system. This holds if the pressure is the only com-
ponent of the mechanical work. In magneto-mechanical systems, the mechanical term does not
vanish because of the potentially present internal and external stresses. For computations, it is
convenient to normalize dG to volume V and obtain an energy density. The mechanical energy
density Vmechdpmech/V = σijdεij can be expressed with the components of the stress tensor σij

and strain tensor εij . Thus, the differential Gibbs free energy density dg becomes

dg = 1
V

∑
i

P (i)
magdV (i)

mag − 1
V

Vmechdpmech = dumag − εijdσij . (3.5)

Here, dumag is defined as the nonmechanical contributions of the differential internal energy
density. Equation 3.5 is integrated to obtain the Gibbs free energy density g. For the integration,
the stress-strain relationship is linearized (σij = Cijklεkl) using the components Cijkl of the
mechanical stiffness tensor. Defining umag as the magnetic contribution to the internal energy
it is

g =
∫

dumag −
∫

εijdσij = umag − 1
2εijσkl = umag + 1

2εijCijklεkl − εijσij , (3.6)

which is consistent with the results of other authors [323,324]. Depending on the model, the sys-
tem is often described in quasi-static approximation by minimizing the thermodynamic potential
or via the generalized forces in the equations of motion (c.f. Section 3.3). This is demonstrated
at the end of this chapter for the magneto-dynamic and coupled elasto-dynamic system. In
the magneto-dynamic context, the generalized forces are referred to as "effective fields" and the
volume normalized generalized differential displacement is the differential magnetization vector
dM̄ . In a mechanical context, the generalized force (per area) is referred to as stress with a
differential strain dεij being the generalized displacement (per length) shown above. This is
further discussed in Section 3.3.
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3.2 Contributions to Gibbs Free Energy Density
Most physical models are based on the Gibbs free energy density g of the magneto-mechanical
system. Dating back to 1935, the basic contributions to the internal energy part of g were
described by Landau and Liftshitz [258] and later formulated in a continuous (micromagnetic)
form by Brown [259, 261]. One can distinguish local and nonlocal terms in these formulations.
The local terms are computationally inexpensive because they only depend on the local orienta-
tion of the magnetization vector. These terms include the Zeeman energy density uz, crystalline
or intrinsic anisotropy energy density uK, magnetoelastic ume energy density, and in good ap-
proximation the exchange energy density uex. In contrast, the nonlocal terms are functions
of the whole magnetization field. These global contributions to the internal energy density
arise from the internal magnetostatic stray field (magnetostatic self-energy density) and inter-
nal magnetization induced stress field (magnetostrictive self-energy density). Surface anisotropy
is not considered here because it becomes relevant only for film thicknesses of less than a few
nanometers [325].

3.2.1 Zeeman Energy

A magnetic field H̄app exerts torque τ̄ = µ̄m × µ0H̄app on a magnetic moment µ̄m, and energy
Uµ can be assigned to every angular orientation of µ̄m to H̄app. To obtain a macroscopic and
continuous representation of this energy, it is summed over all N magnetic moments within a
small volume V . If this volume is sufficiently small, H̄app can be assumed to be approximately
constant and the energy can be written as [326]

Uz :=
N∑

n=1
Uµ,n ≈ −µ0H̄app ·

N∑
n=1

µ̄m,n, (3.7)

with the magnetic vacuum permeability µ0 ≈ 4π ·10−7 H/m [327]. If the magnetic field is applied
externally and does not arise from the magnetic stray field of the magnetic moments, the energy
contribution is called Zeeman energy. The corresponding energy density uz can be obtained from
normalizing Uz to V by defining the magnetization M̄ := ∑N

n=1 µ̄m,n/V . From Equation 3.7,

uz = −µ0H̄appM̄ = −µ0MsHapp,imi, (3.8)

with the components Happ,i of H̄app, the magnitude Ms := |M̄ | and the components mi of the
reduced magnetization vector m̄ := M̄/Ms.

3.2.2 Exchange Stiffness Energy

The spins of magnetic materials feature a spontaneous small-range order below a certain tem-
perature. In ferromagnetic materials, they tend to align parallel below the Curie temperature,
and in anti-ferromagnetic materials, they align anti-parallel below the Néel temperature. This
phenomenon is of a quantum mechanical nature and can be attributed to various mechanisms,
depending on the material and structure [328]. A continuous representation of the energy penalty
received by adjacent magnetic moments from being misoriented is derived with a Taylor series
from the short-range Heisenberg interaction between adjacent, localized spins to [65,258]

Uex =
∫

A(r̄)
(
|∇̄m1(r̄)|2 + |∇̄m2(r̄)|2 + |∇̄m3(r̄)|2

)
dV, (3.9)

with the gradient ∇̄mi of the components mi (i = 1, 2, 3) of the reduced magnetization vector
m̄ := M̄/Ms defined by the magnetization vector M̄ and its magnitude Ms. Other equivalent
expressions can be found elsewhere [328, 329]. The energy is scaled by the exchange stiffness
constant A(r̄), and it favors a parallel magnetization alignment for A > 0, with typical values of
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the order of A = 1 · 10−11 J/m [330] for ferromagnetic materials. Further, Equation 3.9 is used if
the Heisenberg interaction model is not strictly applicable, e.g., because the magnetic moment
is carried by delocalized electrons. In this context, Equation 3.9 and the exchange constant
can be considered an entirely phenomenological first-order approximation [328]. Within this
approximation, the exchange stiffness energy is a local energy contribution. A major contributor
to Uex includes domain walls caused by the large magnetization gradients in the walls. In mean-
field modeling and other macroscopic modeling techniques that do not attempt to describe the
domain structure of the sample or where the gradient is zero per definition, the volume exchange
energy density is usually omitted.

3.2.3 Intrinsic Anisotropy Energy

Magnetic materials can exhibit anisotropic magnetic properties intrinsic to the material and
structure. Intrinsic magnetic anisotropy can have different origins. It can arise from the
structural and crystalline anisotropy of the material via spin-orbit-lattice coupling (magneto-
crystalline anisotropy) and be induced by annealing and sputter deposition in the presence of
a magnetic field (magnetization-induced magnetic anisotropy). Magnetization-induced mag-
netic anisotropy is relevant for amorphous materials where the crystalline anisotropy cannot be
present. The anisotropy of magnetic properties can be described by a corresponding energy
density functional that is anisotropic with respect to the magnetization orientation. An expres-
sion for this energy density term can be found by expanding spherical harmonics with respect
to the orientation of the magnetization vector, and removing all terms that do not meet the
required symmetry restrictions. These boundary conditions are not known a priori for a certain
material because they depend on its structure and the sample history. Prefactors K0 and Kn

that occur in the expansion are also not known. They are called magnetic anisotropy constants
and must be determined from experiments or simulations, together with the symmetry. Hence,
this energy density term is of a completely phenomenological origin. Expressions for various
symmetry conditions can be found elsewhere [331, 332]. In this thesis, the magnetic anisotropy
energy density with uniaxial symmetry is most relevant, and it can be described as [332]

uK = K0 +
N∑

n=1
Kn sin2n(ϕ), (3.10)

where ϕ represents the angle between the axis of symmetry and magnetization vector M̄ . The
specific characteristic of the uniaxial symmetry depends on the signs and values of the prefac-
tors Kn; further, the order N of expansion significantly influences the resulting magnetization
behavior. Typically, only the first two terms (N = 1) have to be considered because the ther-
mal agitation of spins at room temperature tends to average out higher order terms [333]. The
energy density can be expressed in the first-order approximation (N = 1) as

uK = K0 + K1 sin2(ϕ) = K0 + K1(1 − cos2 ϕ) = K0 + K1 − K1 (miEAi)2 , (3.11)
using the components mi of the reduced magnetization vector m̄ := M̄/Ms with Ms := |M̄ |
and the components EAi of the easy axis orientation vector ĒA with magnitude |ĒA| = 1. For
Equation 3.11, uK is rotational symmetric around a minimum at ϕ = 0, if K1 > 0. Hence, an
easy axis of magnetization is described with a hard magnetic basal plane perpendicular to it.
Vice versa, K1 < 0 results in a hard axis of magnetization and an easy basal plane. Because
this expansion approach uses symmetry arguments only, it can be used to describe magnetic
anisotropy independent of its specific origin, only characterized by its symmetry. The expansion
can be used to describe the energy density of a sample if the specific origin is not relevant, and
no additional information are provided or available. Then it is usually referred to as effective
anisotropy energy density with corresponding effective anisotropy constants Kn,eff . Because the
zero-order anisotropy term K0 is independent of magnetization, this term does not contribute
to the forces that act on the magnetization and is usually omitted.
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Unidirectional Anisotropy in Multilayers

Exchange coupling can occur across the interface between two magnetic materials and cause
ferromagnetic or anti-ferromagnetic ordering. Such interface effects are very complex and the
materials, microstructure, interface, and interlayer topology are relevant [334, 335]. The ex-
change interaction in ferromagnetic-antiferromagnetic multilayers [336] has found applications
in various types of magnetic field sensors [337–339]. The magnetization of a ferromagnetic
layer can be pinned by the layer exchange interaction with an antiferromagnetic material using
appropriate processing steps during the fabrication. This pinning has the overall effect of a
unidirectional anisotropy that provides a preferred orientation of the magnetization in the fer-
romagnetic layer [340]. It can be used to avoid unwanted domain walls and tune the magnetic
properties of the device without applying external magnetic fields. The exchange anisotropy can
be described phenomenologically by a term identical to the Zeeman energy, but by replacing
H̄app in Equation 3.8 by the effective exchange field H̄ex. The magnitude Hex of the exchange
field can be estimated as a function of the material and film thicknesses [341] and be tuned to
achieve the desired multilayer properties. Details about the exchange bias in magnetoelectric
composites can be found elsewhere [342–344]. In Section 7.1, this effect is used to provide an
internal effective bias field for ∆E-effect sensors and operate them at the optimum working point
without the need for applying an external magnetic field.

3.2.4 Internal Magnetostatic Stray Field

If a sample is magnetized with an externally applied magnetic field H̄app, the magnetic field
inside and outside the magnetic body differs from this applied field. This difference arises from
the magnetic field of the magnetization M̄ itself, which is called the magnetic stray field H̄d.
The effective field Heff present results from a superposition

H̄eff = H̄app + H̄d. (3.12)

From Maxwell’s equation ∇̄B̄ := ∇̄(µ0H̄ + µ0M̄) = 0, we define H̄d as the field generated by
the divergence ∇̄M̄ of magnetization

∇̄H̄d = −∇̄M̄. (3.13)

From that definition, H̄d represents a static magnetic field, and it does not include dynamic
components that can occur, e.g., from electrical eddy currents. This magnetostatic stray field
can be expressed by the gradient of an arbitrary potential ϕd, which is a function of the location
vector r̄

H̄d = −∇̄ϕd(r̄). (3.14)
Substituting H̄d into Equation 3.13 yields a differential equation for the potential. It can be
solved with a unique solution as a direct consequence of Maxwell’s equations. A detailed dis-
cussion and different approximation methods for ϕd have been reported in [345] and a review
of Maxwell’s equations including various simplifications has been presented in [346]. An exact
solution yields the magnetic scalar potential ϕd as a function of the location vector r̄

ϕd(r̄) = Ms

(∫
λv(r̄′)
|r̄ − r̄′|

dV ′ +
∫

σs(r̄′)
|r̄ − r̄′|

dS′
)

. (3.15)

Thus, calculating the scalar potential requires solving a six-fold integral in three dimensions
because Equation 3.15 includes the sum of a volume and surface integral over the ferromagnetic
body. Parameters λv and σs represent the reduced volume and surface charge densities, respec-
tively. They are defined by the divergence ∇̄m̄ of the reduced magnetization vector m̄ := M̄/Ms,
and its component along the surface normal vector n̄ of the body. It is

λv = −∇̄m̄, σs = m̄n̄. (3.16)
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The magnetostatic stray field can be described by the gradient of the magnetic scalar poten-
tial function (Equation 3.15), which is obtained by integrating the charge densities over vol-
ume and surface, respectively. This nonlocal characteristic of the stray field equation requires
substantial computational effort that results in a bottleneck in the numerical micromagnetic
simulations [347]. The magnetostatic stray field within the magnetic material is often called an
internal magnetostatic stray field.

Magnetostatic Self-Energy Density

The direction of the magnetization does not necessarily coincide locally with the direction of
H̄d because the internal magnetostatic stray field of a magnetic material is the superposition of
the magnetic dipole fields from all magnetic charges. Hence, a torque may act locally on the
magnetization and result in a contribution to its internal energy density similar to the Zeeman
energy. This magnetostatic energy density contribution ud tends to reduce the macroscopic
magnetization of the sample via the formation of magnetic domains. It is also referred to as
demagnetizing energy density, and H̄d is frequently called the demagnetizing field. A continuous
representation of ud can be obtained similar to the Zeemann energy by summing up the energy
from the dipole interactions of all magnetic moments over the volume. In contrast to the
Zeemann energy density, H̄d is not externally applied, but it results from the magnetization
field of the material itself. Therefore, ud is also called the magnetostatic self-energy, and a
factor of 1/2 enters to avoid counting the contributions of magnetic moments twice. It is

ud = −1
2µ0H̄dM̄ = −1

2µ0MsHd,imi, (3.17)

with the components Hd,i of H̄d. The internal magnetostatic stray field H̄d at a specific location
cannot be obtained from the magnetization field at this location alone because the integration
in Equation 3.15 must be performed over the entire volume and surface of the sample. Hence,
ud is a global energy contribution.

Demagnetizing Factor

If the magnetization field within a body is homogeneous, H̄d in Equation 3.17 can be expressed
by a simple proportionality relationship, with the proportional constant D. Because the de-
magnetizing field and magnetization are both vector fields, D it is a second-order tensor with
nonzero elements along the main diagonal. The components Dij of D are sometimes called
demagnetizing factors and can be used to express Hd,i as

Hd,i = −DijMj with
3∑

i=1

3∑
j=1

Dij = 1. (3.18)

As a homogeneous, single domain ferromagnetic material does not carry volume charges as per
the definition, the demagnetizing field depends only on the integral over the surface charge
density in Equation 3.15. The integrated surface charge density is larger, the larger the cross-
section area in the direction of magnetization. Therefore, Dij are functions of aspect ratios of
the sample, which yield the largest demagnetizing field for the magnetization oriented along
the shortest axis. If Dij are functions of aspect ratios only, the above equation is only valid
for saturated ellipsoidal samples because they provide a homogeneous stray field. The analytic
expressions for this case are well known [332,348].

For samples of other geometries, the demagnetizing field is a function of the location, even
if no volume charges are present. This has been handled analytically using various averaging
procedures of magnetization and demagnetizing fields for the definition of Dij presented in Equa-
tion 3.18. The magnetometric demagnetizing factor is obtained by averaging the magnetization
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and demagnetizing fields over the entire sample volume [349]. The averaged magnetization can
be obtained easily from measurements, but it incurs a complete loss of spatial information. The
ballistic (also fluxmetric) demagnetization factor represents a compromise; it relates the area
cross-section averaged demagnetizing field and magnetization as a function of location in the
third free dimension. Therefore, the demagnetizing factors become spatial functions. Analytic
expressions for such ballistic demagnetizing factors have been derived for general rectangular
prisms of arbitrary aspect ratios [350]. Although such expressions are only strictly valid in mag-
netic saturation, they have been proved to be capable of characterizing aspects of the global
magnetic behavior of rectangular samples [351]. This approximation is used, e.g., in Section 4.1,
to include the spatial dependence of the demagnetizing field in a mean-field model of the sensor.

3.2.5 Magnetoelastic Coupling

The underlying physical effect of ∆E-effect sensors is most fundamentally based on magne-
toelastic coupling. Magnetoelastic coupling describes the mutual dependence (coupling) of the
magnetization field with elastic fields such as stress and strain. The origin of this effect is a
nonspherical charge density distribution of the atoms, which is coupled to the magnetic spin
(spin-orbit coupling) and alters the atomic equilibrium distance (orbit-lattice coupling). As
a consequence, stress and strain become functions of the magnetic moment orientation. Phe-
nomenologically, the coupling can be described by an energy density term that depends on the
orientation of the magnetization vector and the strain of the sample. The energy density contri-
bution is called magnetoelastic energy density ume. It can be expressed using a power expansion
of the magnetization, while keeping only the even powers to describe the uniaxial nature of this
energy density term [133]

ume = A + Bijklmimjεkl + Cijklmnmimjmkmlεmn + ... . (3.19)

In Equation 3.19, A, Bijkl, and Cijklmn are proportionality constants between the reduced
magnetization vector m̄ := M̄/Ms with components mi and the linear strain tensor ε with
components εij . These proportionality constants are referred to as zero-, first-, and second-
order magnetoelastic coupling coefficients. The coupling constants are tensors of fourth and
higher order in the most general case because the strain is a tensor of second order. Keeping
only the first-order term and defining bkl := Bijklmimj , the widely used quadratic approximation
of ume is [133]

ume = Bijklmimjεkl := bklεkl. (3.20)

The quadratic dependency of the energy density term on the magnetization orientation in Equa-
tion 3.20 is included in the components bkl of b. Physically, b can be interpreted as stress
accompanied with magnetization. Hence, b is referred to as the magnetoelastic stress tensor.
Using symmetry conditions of the respective magnetic system, b can be simplified and reduced
to, e.g., two independent components for cubic symmetry and one for isotropic symmetry. A
collection of formulations for various symmetries can be found in [352]. All materials used in
this thesis are magnetoelastically isotropic and can be described by [323]

b = B1

m2
1 − 1

3 m1m2 m1m3
m2m1 m2

2 − 1
3 m2m3

m3m1 m3m2 m2
3 − 1

3

 . (3.21)

The proportionality factor B1 that connects all components bij with the components mi of the
reduced magnetization is referred to as the first magnetoelastic coupling coefficient, and it is
redefined as B1 := B1111. It describes the maximum magnetoelastic stress that can occur along
any coordinate axis. In the general case, more than one component of B is necessary, e.g., at
least two in the cubic case [133]. The equilibrium strain can be obtained from the minimum of
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the Gibbs free energy density g as a function of strain ε [323,353]. Here, the mechanical energy
density uel = 1

2εijCijklεkl and magnetoelastic energy density ume (Equation 3.20) constitute the
strain-dependent part of g in Equation 3.6. The factor −1/3 results from providing a strain
relative to a hypothetical reference configuration in which the magnetization is isotropically
distributed. Dropping all strain independent terms,

∂g

∂εij
= ∂

∂εij

(1
2εijCijklεkl + bijεij − σijεij

)
= 0, (3.22)

which yields the components ε0
ij of the total equilibrium strain ε0

ε0
ij = C−1

ijklσkl − C−1
ijklbkl := eij + λij , (3.23)

at which the magnetoelastic and mechanical energy densities balance each other. According to
this relation, equilibrium strain ε0 can be described by the superposition of two strain contri-
butions λ and e. The contribution e is connected to the mechanical stress σ by Hooks law,
and therefore, it is referred to as Hookian or mechanical strain. The same form is valid for the
second strain contribution λ, except that the origin of the stress is not a mechanical load, but
magnetization. It is called a magnetostrictive strain λ or simply magnetostriction. As ε0 is
the sum of both strain tensors in equilibrium, we call it the total strain or equilibrium strain.
According to Equation 3.23, the magnetoelastic stress components bij and strain components
λij are related by bij = −Cijklλkl for isotropic magnetoelastic coupling, and this allows us to
obtain an expression for the magnetostrictive strain tensor in a form similar to Equation 3.21.
For an isotropic ferromagnetic material, the magnetotrictive strain can be written in terms of
one constant (Equation 3.24), namely the saturation magnetostriction λs, and the components
mi of the reduced magnetization vector. The magnetostrictive strain tensor is given as

λ = 3
2λs

m2
1 − 1

3 m1m2 m1m3
m2m1 m2

2 − 1
3 m2m3

m3m1 m3m2 m2
3 − 1

3

 , with λs = − 2B1
3(C1111 − C1122) . (3.24)

According to Equation 3.24 magnetostrictive strain is anisotropic1, essentially because of the vec-
tor characteristics of the magnetization. Such anisotropic magnetostriction is often called Joule
magnetostriction, named after J. P. Joule, who discovered the effect in iron rods in 1842 [354].
In addition to anisotropic Joule magnetostriction, there is an isotropic strain accompanying the
magnetization. It is called volume magnetostriction or isotropic forced magnetostriction if a
magnetic field is applied [68]. At room temperature and under moderate magnetic fields, it is
orders of magnitude smaller than Joule magnetostriction [355] and therefore not relevant in the
context of this work.

3.2.6 Complete Magneto-Mechanical Term

A general equation for the Gibbs free energy density function that governs the behavior of the
magneto-mechanical system was provided in Section 3.1. For clarity, we summarize all terms
that are usually in good approximation independent of strain or stress in u′ := uK +uex +uz +ud.
The Gibbs free energy density as a function of ε is

g = u′ + uel + ume − εijσij = u′ + 1
2εijCijklεkl + bijεij − εijσij . (3.25)

1The symmetry of the magnetostrictive strain is not to be confused with the symmetry of the magnetoelastic
coupling, which is isotropic here.
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With Equation 3.23, εij can be substituted by the equilibrium strain ε0
ij . After rearranging we

get

g = u′ − λijσij − 1
2σijC−1

ijklσkl + 1
2λijCijklλkl. (3.26)

This equation represents the Gibbs free energy density for a magneto-mechanical system where
the mechanical and magnetostrictive strains are in equilibrium. Experiments and ab-initio simu-
lations indicate that this equilibrium is reached on a timescale of picoseconds [356], and therefore,
Equation 3.26 is expected to be a good approximations for most dynamic processes. The last
term (1/2 ·λijCijklλkl) depends only on the magnetization orientation, but not on the stress and
can be integrated into the effective anisotropy term [353]. The third term (1/2 · σijC−1

ijklσkl) is
only a function of mechanical quantities and depend only indirectly on the magnetization. This
term merely shifts the energy density landscape by a constant value and is often omitted. The
remaining expression

g = u′ − λijσij , (3.27)

is the frequently used Gibbs free energy density term that describes a magnetoelastic system.
For an isotropic magnetostrictive material, the components λij are given by Equation 3.24.
The factor 1/3 in the magnetostrictive strain results in a purely mechanical energy density
contribution and can be omitted to obtain the final expression for the magnetoelastic energy
density

gme := −λijσij

= −3
2λs

(
σ11m2

1 + σ22m2
2 + σ33m2

3 + 2σ23m2m3 + 2σ13m1m3 + 2σ12m1m2
)

. (3.28)

Magnetostrictive Self Energy

Magnetostrictive thin films are often notably constrained by their substrate. If a magnetostric-
tive strain is induced by magnetization, the mechanical response of the film-substrate system
can cause additional stress that affects the magnetization. The stress in Equation 3.28 can then
be considered as the total mechanical stress σij = σex

ij + σin
ij , which is a superposition of an

externally applied stress σex with an internal stress σin. Then, the Gibbs free energy density
(Equation 3.27) becomes

gme = −λijσex
ij − λijσin

ij := u′ + ume,ex + ume,in. (3.29)

Whereas ume,ex is caused by external stress, the second term ume,in is caused by stress in-
duced indirectly by the magnetization. Thus, it is similar to the magnetostatic self-energy but
with stress fields instead of magnetic fields. Correspondingly, ume,in is called magnetostrictive
self-energy density with the components σin

ij of the self-stress. Such self-stress does not only occur
in film-substrate systems, but also in free films to fulfill the compatibility of the deformation2

in the presence of magnetic domains. Whereas σex is given, σin can only be obtained indirectly
from σin

ij = σij −σex
ij if the total stress σij is known. The total stress can be calculated by solving

the mechanical equation of motion or the simplified elastostatic equation (c.f. Section 3.3.1).
Like magnetostatic energy density, the magnetostrictive self-energy density is a nonlocal energy
density term. Hence, its local value is a function of the complete magnetization field.

2Compatibility condition ∇̄ × F = 0 (F : deformation gradient tensor) must be fulfilled for a continuous
displacement field without gaps or overlaps in the deformed body.
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3.3 Dynamic Magneto-Mechanical System
We discussed the thermodynamic potentials and relevant contributions to the internal energy
of the magneto-mechanical system in the previous sections. The gradient of the potential is
required by the equations of motion as a driving force of the time evolution of the system.
The magneto-mechanical system can be described by two coupled equations of motion. The
mechanical (Section 3.3.1) and the magnetic equations of motion (Section 3.3.2) are coupled via
the magnetostrictive strain tensor λ. Together they provide a full dynamic description of the
magneto-mechanical system in the underlying continuum approximation.

3.3.1 Mechanical Equation of Motion

The equation of motion of the displacement field can be derived directly from Newton’s second
law (Appendix A.3). In the following form, it is referred to as Cauchy’s equation of motion [357–
359]

ρ(r̄)∂2ū(r̄, t)
∂t2 = ∇̄σ(r̄, t), (3.30)

where body forces such as gravity are omitted. In the equation, ū(r̄, t) represents the displace-
ment vector field as a function of time t and the location vector r̄. The parameter ρ(r̄) represents
the mass density, and the force f̄ = ∇̄σ on the right-hand side of Equation 3.30 is given by the
divergence ∇̄σ of the stress tensor field σ(r̄, t). To keep the notation succinct, dependencies
on r̄ and t are not explicitly written in the following equations. If only the static equilibrium
configuration is of interest, the left-hand side of Equation 3.30 vanishes, and we obtain the
condition for static equilibrium referred to as the elastostatic equation [358,359]

∇̄σ = 0. (3.31)

Including Magnetostriction

The equation of motion as given in Equation 3.30 is a different formulation of Newton’s second
law. Besides the mass density, material properties are indirectly included in the equation of
motion via the constitutive equations that relate the stress to the components ui of displacement.
Throughout this work, we consider linear-elastic materials where Hook’s law holds in good
approximation, and the mechanical strain eij (Equation 3.23) is connected with σij

σij = Cijklekl = Cijkl

(
ε0

kl − λkl

)
with ε0

kl = 1
2

(
∂uk

∂rl
+ ∂ul

∂rk

)
. (3.32)

The mechanical strain eij is not directly related to the displacement in a magnetostrictive mate-
rial. According to this equation, only the total strain ε0

ij can be obtained from the displacement.
A part of this total strain is attributed to magnetostriction and does not induce mechanical stress.
Hence, according to Equation 3.32, magnetostrictive strain λij must be subtracted from ε0

ij to
obtain the mechanical strain eij = ε0

ij − λij that induces stress σij . This is thermodynamically
consistent as shown with Equation 3.23 derived earlier. For a small stress, the magnetoelastic
behavior can be linearized to include Equation 3.32 in the stiffness tensor, which is shown in
Part II, Chapter 4. This approach has an advantage in that linear, lower computational cost
methods such as frequency domain calculations can still be used.

Including Loss

∆E-effect sensors are based on forced resonators. All forces in Equation 3.30 are covered by
the stress gradient ∇̄σ, including the external driving force. The formulation in Equation 3.30
does not include the dissipation of energy, which can cause diverging displacement amplitudes.
The dissipation of energy can occur through different physical mechanisms such as air and
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viscous damping [360–365], thermoelastic damping [366–368], anchor loss [369–371], acoustic
loss [365,372,373], and surface loss [374,375]. Summaries of some mechanisms and physical loss
models are provided in [376–378]. The large variety of different superposed loss mechanisms
and the fundamental stochastic nature of loss makes the quantitative description challenging.
Whereas analytical models are restricted to specific geometries and boundary conditions, nu-
merical simulations can be very time consuming and prone to numerical errors and side effects
that must be carefully examined [370]. For these reasons, the physical loss mechanisms are often
not directly included in the mathematical description of the resonator. Instead, mathematical
(structural) loss models can be used that consider energy dissipation via a generic parameter,
which can be obtained from measurements or previous calculations. Rayleigh damping [379,380],
loss factor damping, and viscous damping are three common structural damping models [381].
The latter two models are the most relevant here and are elaborated in the following paragraphs.

Viscous damping can be introduced into the equation of motion as an additional force f̄ =
c · ∂ū/∂t proportional to the local velocity ∂ū/∂t via the damping coefficient c. Hence, the
damping term is frequency dependent and cannot represent stress-strain hysteresis. For c > 0,
the force term counteracts the driving force and reduces the displacement magnitude compared
to the undamped case. With the external driving force F̄ , the damped equation of motion can
be written as [382]

ρ
∂2ū

∂t2 + c
∂ū

∂t
= ∇̄σ + F̄ with c ≥ 0. (3.33)

Loss factor damping (or complex modulus damping) represents a method to introduce hys-
teresis loss into the equation of motion [383]. In this method, the response of the displacement
vector lags behind the driving force, which can be included by defining a complex modulus [383],
or a more general complex stiffness tensor C∗ in the constitutive equations. The stress-strain
relationship is then represented as [381,382]

σ∗ = C∗e∗ with C∗ = C ′ + iC ′′ = C(1 + iη), (3.34)

and i :=
√

−1, the complex strain tensor e∗, and complex stress tensor σ∗. The complex
stiffness tensor C∗ is represented by its real part C ′, and imaginary part C ′′ [383]. According
to Equation 3.34, C∗ can be rewritten as a function of the loss factor tensor ηij = tan δij or
the loss tangent (tan δij) with the loss angle δij [383]. The loss factor tensor is a direct measure
for energy loss relative to the energy stored per oscillation period. For isotropic damping, η
is a scalar (η) and the inverse of the quality factor Q = 1/η. Both loss measures (η, c) can
only be approximately related to each other, which implies the loss model used to extract the
quality factor from measurements must be specified. Owing to the complex representation, all
time-dependent quantities in the equation of motion, such as stress, strain, and displacement
become complex. The complex formulation of loss factor damping prevents using a time-domain
formulation of the equation of motion and requires using equivalent viscous damping models
[384, 385] or solving the equation of motion in a linearized form in the frequency domain. Loss
factor damping is used for all finite element method simulations in this thesis, where the specific
loss mechanism is not of interest. Similar formulations for the two loss mechanisms described
above can be found elsewhere [381].

Formulation in the Frequency Domain

Often, the major parameters of interest include the amplitude and phase angle of the resonator
as functions of the driving frequency. In such cases, the equation of motion can be further
simplified and solved directly in the frequency domain. The loss of generality of such a frequency-
domain formulation is often outweighed by a substantial reduction in the computational effort. A
frequency domain representation of the equation of motion is described below; this representation
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is used later in Part II. First, we consider a harmonic oscillating force F̄ ∗ that drives the system
with an amplitude F̂ , a frequency f , and a phase angle ϕF relative to an arbitrary reference.
The response of displacement ū∗ is assumed to be linear, and hence, of equal frequency, but with
a magnitude û and a phase difference of ϕu relative to F̄ ∗. The driving force and displacement
are then expressed as

F̄ ∗ = F̂ ei(2πf+ϕF), (3.35)

ū∗ = ûei(2πf+ϕu). (3.36)

From Equation 3.34, it follows that the stress can be expressed in the form

σ∗ = C∗e∗ = σ̂ei(2πf+ϕu), (3.37)

noting that it is connected with the displacement (now ū∗) via Equation 3.32. Substituting Equa-
tions 3.35-3.37 into the equation of motion (Equation 3.30), and dividing by exp (i(2πf + ϕu))
leads to the frequency domain expression

− ρω2û = ∇̄σ̂ + F̂ ei∆ϕ with ∆ϕ = ϕF − ϕu, (3.38)

with a circular frequency ω = 2πf , gradient ∇̄σ̂ of the stress amplitude σ̂, and phase shift ∆ϕ
between the excitation force and displacement and stress response. Although analytic solutions
exist for very few degrees of freedoms, numerical methods are required for the solution in general.

3.3.2 Magnetic Equation of Motion

An equation of motion of the magnetization field was derived by Landau and Lifshitz in 1935 [258].
With the gyromagnetic ratio γ and effective magnetic field H̄eff , the Landau-Liftshitz (LL) equa-
tion [258]

dM̄

dt
= −γ(M̄ × H̄eff) − γ

λ

Ms

[
M̄ × (M̄ × H̄eff)

]
, (3.39)

describes the precession of the magnetization vector M̄ and eventual relaxation along the orien-
tation of H̄eff . The second term on the right-hand side with the double vector product introduces
energy dissipation with the damping factor λ, and is based entirely on phenomenological argu-
ments. While conserving the magnitude Ms of M̄ , the dissipation term drives M̄ towards its
minimum energy orientation along H̄eff . As indicated by the authors in their original publica-
tion [258], Equation 3.39 is applicable only in a precession dominated regime where the damping
factor λ << 1. For moderate and large λ, the damping term on the right-hand side dominates
the magnetization dynamics and predicts a faster change in the magnetization (dM̄/dt) for a
larger λ. This is not in line with the phenomenology and shows that λ cannot be assumed to be
proportional to the dissipation of energy [277]. In 1955, Gilbert suggested a different equation
of motion [260,386],

dM̄

dt
= −γ

[
M̄ ×

(
H̄eff − α

Ms
· dM̄

dt

)]
, (3.40)

with the Gilbert damping factor α. Gilbert damping can be understood as equivalent to mechan-
ical viscous damping described in Section 3.3.1. It slows down the precession of M̄ proportional
to the speed of relaxation. In contrast to mechanical viscous damping, the Gilbert damping
term additionally conserves the magnitude of M̄ . The time-implicit form of Equation 3.40 is
often inconvenient for computation, and it can be rearranged to a time-explicit expression to
obtain a form similar to the LL-equation. This form of the equation is often called the Landau-
Lifshitz-Gilbert (LLG) equation [387]

dM̄

dt
= − γ

1 + α2 (M̄ × H̄eff) − αγ

(1 + α2)Ms

[
M̄ × (M̄ × H̄eff)

]
. (3.41)
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In contrast to the LL-equation, the LLG-equation is valid for the full range of the damping
factor. For small damping α → 0 and α = γ, Equations 3.41 and 3.39 are identical, which is
further discussed elsewhere [277,388]. A detailed overview of the physics and mathematics of the
LLG equation can be found in [387]. Several modifications of the LLG equation have been sug-
gested to extend the validity of the the equation, e.g., the Landau–Lifshitz–Gilbert–Slonczewski
equation [389, 390] that includes spin-transfer torque, and the Landau-Lifshitz-Bloch equa-
tion [276,391] to consider thermal fluctuations at nonzero temperatures. All of these equations
require the effective field H̄eff as an input.

Effective Field

Constitutive equations relate the generalized displacement dVg to the generalized force Pg, and
are derived from the thermodynamic potential of the considered system (Section 3.1). In the
context of a magnetic system, the generalized magnetic force Pmag = µ0H̄eff is expressed as an
effective flux density µ0H̄eff , with the effective field H̄eff , and the magnetic vacuum permeability
µ0. The generalized magnetic displacement dVmag = dM̄V is given by the differential magneti-
zation dM̄ and the volume V , and has units of magnetic moment. From Equation 3.5 we obtain
for the magnetic part dgmag of the differential Gibbs free energy density dg

dgmag := 1
V

PmagdVmag = −µ0H̄effdM̄. (3.42)

This equation is rearranged to obtained H̄eff as a function of the Gibbs free energy density g

H̄eff = − 1
µ0Ms

∂g

∂m̄
= − 1

µ0Ms

∂gmag
∂m̄

= H̄z + H̄d + H̄K + H̄ex + H̄me, (3.43)

with the reduced magnetization vector m̄ = M̄/Ms, and Ms := |M̄ |. Because the mostly
phenomenological expressions for the internal energy density are given as functions of m̄, g(m̄)
is known and H̄eff can be calculated. In Equation 3.43, H̄eff is expressed as a superposition of
effective fields that correspond to the different magnetic contributions to the Gibbs free energy
density. The resulting effective fields are given as follows. The effective Zeemann field H̄z is
obtained from the derivative of Equation 3.8. It is identical with the external magnetic field
H̄app

H̄z := − ∂uz

∂µ0M̄
= H̄app. (3.44)

Consistently, also the effective demagnetizing field is already introduced. Using the demagnetiz-
ing energy density ud from Equation 3.17, and considering that H̄d is a function of magnetization,
the factor 1/2 is canceled out when forming the derivative, and it is

H̄d := − ∂ud

∂µ0M̄
= H̄d. (3.45)

The effective field of the uniaxial anisotropy H̄K is calculated using Equation 3.11 of uK, and it
results to

H̄K := − ∂uK

∂µ0M̄
= HKĒA cos ϕ = HKĒA(miEAi). (3.46)

Here, HK := 2K1/(µ0M̄s) is the anisotropy field defined within the Stoner-Wohlfarth model [66],
and EAi represents the components of the normalized orientation vector of the easy axis with
magnitude |ĒA| = 1. With Equation 3.9, the effective exchange field H̄ex is

H̄ex := − ∂uex

∂µ0M̄
= 2A

µ0Ms

(
∇̄2m̄

)
. (3.47)
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The components Hme,i of the magnetoelastic field H̄me can be calculated from the magnetoelastic
Gibbs free energy density term in Equation 3.28

Hme,i := − 1
µ0Ms

∂gme
∂mi

= − 3λs
µ0Ms

(σiimi + σikmk + σijmj) . (3.48)

The summation convention is not employed in Equation 3.48. Instead, the first component of
H̄me is obtained from i, j, k = 1, 2, 3 and the other two from the cyclic permutations i, j, k = 2, 3, 1
and i, j, k = 3, 1, 2.
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4.1 Magnetic Sensitivity of Bending Modes
The magnetic sensitivity connects the output signal of the sensor with the magnetic proper-
ties of the magnetoelastic layer and the mechanical and structural properties of the resonator.
Therefore, understanding the complex interaction of geometry, mechanics, and magnetoelastic-
ity is a prerequisite for obtaining the desired sensor characteristics by making deliberate design
decisions. Despite the central role of magnetic sensitivity, no attempts have been reported to
derive and analyze how it can be tuned by altering the typical design parameters.

The internal magnetic stray field contributes to the effective magnetic anisotropy of the
magnetic material. It is decisive for the formation of magnetic domains, and it depends on the
geometry of the magnetic layer. Therefore, the resonator and magnetic properties cannot be var-
ied entirely independently. Further, purely mechanical or geometric material parameters (e.g.,
mass density or layer thickness) can affect the magnetic sensitivity by changing the contribution
of the magnetic material to the resonance frequency. Many other factors could influence the
magnetic sensitivity; for example, the spatial inhomogeneities of the magnetic and mechanical
properties or the type of resonance mode. Previously, cantilever ∆E-effect sensors that operated
in the first and second bending modes were presented [147]. They were characterized electrically
and showed a superior LOD in the second bending mode. Therefore, there is a need to determine
whether there are fundamental differences in the magnetic sensitivities of the first and second
bending mode, how they can be explained, and if one of them is advantageous over the other.

The above mentioned questions are addressed in this section. The ∆E effect and magnetic
sensitivity are experimentally and theoretically analyzed for the first and second bending modes
of the magnetoelectric cantilever sensors. The magnetic sensitivity is explicitly formulated as a
function of the magnetic and mechanical material parameters and discussed as a function of the
geometry that includes the layer thicknesses and aspect ratios. Spatially distributed magnetic
properties are considered with a numerical model.
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• Writing of original manuscript

• Modeling and simulations

• Measurements (shared)

• Data analysis and interpretation

The following material in this chapter is reproduced from: B. Spetzler, C. Kirchhof, E.
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In recent years, magnetoelectric Delta-E-effect sensors have proven the potential to detect low-
frequency and low-amplitude magnetic fields, while being fully integrable. The magnetic field sensors
use the magnetization-induced change of the effective Young’s modulus, referred to as the Delta-E effect.
Although several sensor types have been demonstrated, little is reported about the dependence of the
design parameters and the resulting sensor characteristics, such as sensitivity and noise. In this Paper,
we comprehensively analyze and discuss theoretically and experimentally the magnetic sensitivity and the
Delta-E effect of bending-mode Delta-E-effect sensors. Analytical expressions are derived for the magnetic
sensitivity and compared with the results of a more elaborate numerical mean-field model. The mean-field
model additionally considers spatial variations of the magnetic properties, including the internal stray field
of the real shape. Measurements are performed on state-of-the-art bending-mode Delta-E-effect sensors.
We find that the Delta-E effect significantly depends on the resonance mode and, moreover, second-order
bending modes increase the magnetic sensitivity compared to first-order modes. This can be explained
well by the spatial variation of the internal stray field in agreement with the numerical simulations and
magneto-optical measurements. Overall, we provide a comprehensive description of the magnetic sensi-
tivity for the improvement of bending-mode Delta-E-effect sensors. We show that the weighting of local
properties by the mode shape is not only key for modeling and understanding the Delta-E effect of different
bending modes, but also an important factor for improving magnetic sensitivities.

DOI: 10.1103/PhysRevApplied.12.064036

I. INTRODUCTION

The change of the effective elastic properties with mag-
netization due to inverse magnetostriction is referred to
as the Delta-E effect. Early experiments in the beginning
of the 20th century on the change of Young’s modulus
were first explained in terms of domain theory and mag-
netostriction [1–6]. Many simplifying assumptions were
used due to a lack of proper magnetic hysteresis models.
The first specific features of Young’s modulus E(H) as
a function of the magnetic field H were explained using
a stress-extended Stoner-Wohlfarth model for a hard-axis
magnetization case [7]. Adding another phenomenologi-
cal energy term permitted the inclusion of domain-wall
motion and the description of the dependency of E(H)

on the orientation of the magnetic easy axis [8,9] within
certain limits. Besides E(H), the magnetic field depen-
dency of other elastic constants [10] and components of
the mechanical stiffness tensor [11–13] have been inves-
tigated experimentally and theoretically using single-spin
models. These works focus mainly on hard magnetic

*ff@tf.uni-kiel.de

plane thin films in specific configurations of the magnetic
system.

For soft-magnetic amorphous ribbons [9,14], normal
distributions of the effective anisotropy are required to
match Delta-E-effect models with measurements on amor-
phous ribbons. Such distributions are used as a purely
phenomenological fit parameter without assigning a physi-
cal origin. Spatial distributions of magnetic properties and
the influence of higher-order modes on the Delta-E effect
have always been ignored.

Early studies on the Delta-E effect in cantilever res-
onators used an external magnetic field for excitation.
Replacing the magnetic excitation by an electrical one
opened the possibility of an integrated sensor device [15].
Several designs for magnetic field sensing have been pre-
sented: magnetic films on the delay line of surface acoustic
wave resonators [16–18], magnetoelectric nanoplate res-
onators with higher-order bulk modes [19,20] and can-
tilever sensors with first- and second–order bending modes
[21,22]. Various Delta-E-effect sensors have shown the
potential to detect low-frequency (<100 Hz) and low-
amplitude (<1 nT) magnetic fields [16,19,21,23]. Can-
tilever sensors with an adapted electrode design operating

2331-7019/19/12(6)/064036(13) 064036-1 © 2019 American Physical Society
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in the second bending mode reached noise levels below
100 pT/

√
Hz at frequencies from about 10–100 Hz [22].

Details about the operation employed, read-out [24], and
noise level [25,26] of this sensor design have been dis-
cussed.

In particular, for medical diagnostic and biomedical
applications, the detection of low-amplitude and low-
frequency magnetic fields is of great interest [27–29].
Because small amplitudes well below the picotesla regime
and low-frequency components are required, mainly super-
conducting quantum interference devices (SQUID) [30]
are used, and recently atomic magnetometers [31,32] as
well. In such instruments, the advantage of very small
noise levels comes at the expense of high operational costs,
limited dynamic range, and difficulties in integrating sen-
sors into array applications. Here Delta-E-effect sensors
could be an alternative for some specific applications in
the future [33].

Despite the promising properties of bending-mode
Delta-E-effect sensors, there is little connection in the liter-
ature between the sensor-design parameters, investigations
of the Delta-E effect and the resulting sensitivity. In fact,
none of the studies mentioned includes an explicit the-
oretical treatment or a comprehensive discussion of the
magnetic sensitivity.

This Paper is structured as follows: first, we present the
cantilever sensors used in this work (Sec. I A), before the
read-out methods and the definitions for the sensitivity
are discussed (Sec. I B). After that the magnetic sensi-
tivity is analyzed with an analytical model (Sec. II). The
consequences and limitations of the model are outlined.
To overcome the limitations, a numerical model is pre-
sented (Sec. III) that considers spatial inhomogeneities.
The numerical model is discussed and validated with mea-
surements (Sec. IV), before it is applied in an example. We
summarize and give a conclusion in Sec. V.

A. Bending-mode Delta-E-effect sensors

Magnetoelectric composite cantilevers, used for mag-
netic field sensing can be fabricated with dimensions from

the centimeter range [34] down to the millimeter [35] and
micrometer range [23,36]. In this study all measurements
and models are made for a MEMS design cantilever that
had shown the lowest detection limit for the Delta-E-effect
read-out previously [22]. A sketch including dimensions
and layer structure and a top-view photograph of the design
are shown in Fig. 1.

The 3 × 1 mm2 cantilever sensor consists of a 2-µm
piezoelectric layer of AlN [37] on a 50-µm-thick poly-
Si substrate. A 2-µm-thick amorphous magnetostrictive
layer [38] is deposited on the backside. A magnetic field
is applied during the deposition to induce a magnetic
easy axis along the short cantilever axis. For actuation
and read-out, two electrodes contact the AlN layer on the
top. The counter electrode covers the whole beam area
and is located between the AlN layer and the substrate.
As magnetostrictive material we use a 2-µm multilayer
with 20 × [100 nm (Fe90Co10)78Si12B10 and 6 nm Cr]. The
magnetic layers are deposited in a magnetic field to induce
an easy axis perpendicular to the cantilever’s long axis.
More information about the layer structures and process
details can be found in Ref. [21]. For operating the sensor’s
first bending mode, it is excited and read-out at approxi-
mately 7.4 kHz using the short electrode E1 close to the
clamping. The second bending mode is analyzed with elec-
trode E2 at frequencies around 46 kHz. All discussions and
measurements are carried out for this design and on the
same sensor.

B. Sensitivity: definition and frequency dependency

The sensors are operated either in a closed-loop (CL)
configuration [20] or in an open-loop configuration (OL)
[16,24]. For the CL read-out, the sensor is inserted into the
feedback loop of an amplifier in which the oscillating sig-
nal is frequency modulated by the ac magnetic field via
the Delta-E effect [39]. The sensitivity SH for CL can be
defined as the change of resonance frequency fr with the
applied magnetic flux density μ0H at a chosen magnetic
bias field H0. In OL operation, the resonator is actively
excited with a local oscillator. The ac magnetic field to

(a) (c)

(b)

FIG. 1. Cantilever design analyzed in
this study: (a) sketch of the top view
with top electrodes E1 and E2 and the
in-plane dimensions of the beam. The
counter electrode is located between the
AlN layer and the poly-Si substrate;
(b) illustration of the layer structures
including the respective thicknesses; (c)
photograph of the MEMS sensor from
above. More information and process
details can be found in Ref. [21].
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be measured modulates the excitation current in amplitude
and in phase. This is caused by a dependency of the mag-
nitude |Y| = abs{Y} and phase angle φ = arg{Y} of the
sensor admittance Y on the magnetization due to the Delta-
E effect. Consequently, two sensitivities SAM and SPM can
be defined for OL operation, corresponding respectively to
amplitude modulation (AM) and phase modulation (PM)
[26]. Both include the sensitivity SH for the CL operation:

SAM = ∂|Y|
∂μ0H

∣
∣
∣
∣
fr,H0

= ∂|Y|
∂f

∣
∣
∣
∣
fr,

∂fr
∂μ0H

∣
∣
∣
∣
H0

:= Sel,YSH , (1)

SPM = ∂φ

∂μ0H

∣
∣
∣
∣
fr,H0

= ∂φ

∂f

∣
∣
∣
∣
fr,

∂fr
∂μ0H

∣
∣
∣
∣
H0

:= Sel,φSH . (2)

In Eqs. (1) and (2), Sel,Y is referred to as electrical mag-
nitude sensitivity and Sel,φ as electrical phase sensitivity.
They can be obtained with the derivative of |Y| or φ with
respect to frequency f at the chosen operation frequency,
which is here the resonance frequency fr of the oscillator.

To find the frequency dependence of the OL sensi-
tivities, Sel and SH are treated separately. For Sel it is
Sel ∝ 1/fBW, with the bandwidth fBW of the electromechan-
ical resonator. Because fBW = fr/(2Q), it is Sel ∝ 1/fr for
a constant quality factor Q. Because the CL sensitivity
SH ∝ fr [20] from basic mechanics, the dependency of SAM
and SPM on fr cancels out. This presumes that frequency
dependencies of the magnetic properties can be neglected.

Because the OL and CL sensitivities have different units,
they are not directly comparable, so the noise level must
be considered. For phase modulation, the detection limit
as a function of frequency for both modes of operation is
equivalent [39]. To eventually compare Sel or SH of sen-
sors operated at different fr or in different operation modes,
it is convenient to define relative quantities Sel,r and SH ,r
normalized to fr:

Sel,Yr = ∂|Y|
∂f

∣
∣
∣
∣
fr,

fr; Sel,φr = ∂φ

∂f

∣
∣
∣
∣
fr,

fr;

SH ,r = ∂fr
∂μ0H

∣
∣
∣
∣
H0

1
fr

. (3)

Details about the operation employed, read-out [24], and
noise level [25,26] of the sensors discussed here can be
found elsewhere. In this work, we focus on SH and SH ,r
because they include the magnetic properties of the device.

II. ANALYTICAL MODEL: TREATMENT OF THE
DELTA-E EFFECT AND SENSITIVITY

In this section, analytical equations are derived for the
magnetic sensitivities SH and SH ,r as functions of material
parameters and geometry. The model is based on a single-
spin approach for the Delta-E effect and a Euler-Bernoulli
cantilever for the mechanical response.

A. Extended Stoner-Wohlfarth model

For hard-axis magnetization processes, the change in
Young’s modulus can be calculated analytically. We con-
sider the Stoner-Wohlfarth energy density function and
extend it by a uniaxial magnetoelastic and a demagnetizing
term. After dropping constants, it is

u = Kusin2(ϕ − ϕEA) + Kscos2ϕ + Kσ cos2ϕ

− μ0MsH cos ϕ, (4)

with the angle ϕ and ϕEA of the magnetization vec-
tor and the magnetic easy axis, defined relative to the
orientation of the applied external field H̄ with magni-
tude H. The effective uniaxial anisotropy energy density
of first order is given by Ku. Besides a magnetization-
induced uniaxial energy density, it may include other
uniaxial contributions from various origins that are not
distinguished here. The magnetoelastic anisotropy energy
density Kσ = −(3/2)λsσ includes the external applied
stress σ along H̄ and the saturation magnetostriction
λs. The shape-anisotropy energy-density constant Ks =
μ0M 2

s (D11 − D22)/2 is expressed with the 11-component
D11 and the 22-component D22 of the demagnetizing ten-
sor D. The magnetic vacuum permeability is given by μ0
and the saturation magnetization by Ms. For a hard-axis
magnetization process with ϕEA = 90◦, the solution for the
component M of the magnetization vector along H̄ is well
known as [40–43]

M (H , σ) =
⎧
⎨

⎩

H
Ha

Ms for H ≤ Ha

Ms for H > Ha

with Ha = 2(Ku + Kσ + Ks)

μ0Ms
:= 2Ka

μ0Ms
, (5)

where Ha and Ka are the effective field and the effective
energy density that must be overcome to reach magnetic
saturation along the magnetically hard axis.

B. Analytical calculation of the �E effect and the
magnetic sensitivity SH

To calculate Young’s modulus as a function of magne-
tization and stress, its inverse E(H , σ)−1 = ∂(e + λ)/∂σ

can be expressed as the sum of mechanical strain e and
magnetostrictive strain λ = (3/2)λs(cos2ϕ − 1/3) along
the H̄ axis. Using Eq. (5) for the hard-axis magnetization
case and Young’s modulus Em at fixed magnetization, the
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result is [7]

E(H , σ) =

⎧
⎪⎨

⎪⎩

(
1

�E
+ 1

Em

)−1

, H ≤ Ha

Em H > Ha

with �E = μ0MsH 3
a

9λ2
s H 2 . (6)

The normalized, minimum Young’s modulus Er,min :=
E(H = Ha)/Em can be used as a measure for the Delta-E
effect. It is obtained from Eq. (6) as

Er,min =
(

1 + 9λ2
s Em

2Ka

)−1

. (7)

For Delta-E effect sensors, not the absolute value of
E(H , σ) but instead the derivative with respect to the
magnetic field is required to calculate the SH part of the
sensitivities. The first derivative of Eq. (6) results in

∂E,H := ∂E(H , σ)

∂H

=

⎧
⎪⎨

⎪⎩

− 18λ2
s E2

mμ0MsH 3
a H

(9λ2
s H 2Em + μ0MsH 3

a )
2 H ≤ Ha

0 H > Ha

. (8)

The sensors are usually operated at a dc bias field where
the slope is maximum. This maximum slope is obtained at

the point of inflection of Eq. (6),

∂max
E,H : = ∂E(H , σ)

∂H

∣
∣
∣
∣
H1,2

= ±35/2

8

√
λ2

s E3
m

μ0MsH 3
a

with

H1,2 = ±
√

μ0MsH 3
a

27Emλ2
s

, (9)

at the corresponding optimum dc bias fields H1 and H2.
The following Fig. 2(a) shows E(H , σ) from Eq. (6)
and the slope ∂E,H of E(H) as calculated from Eq. (8).
Using the material parameters of the sensors discussed
here (Sec. III A) we obtain Er,min ≈ 0.54 and |∂max

E,H | ≈
68 GPa/mT.

C. The magnetic sensitivity SH

The magnetic sensitivity SH can be obtained via Eq. (10)
from two different derivatives, where the first is given by
the magnetic properties and the second by the mechanical
properties of the resonance mode:

SH = 1
μ0

∂fr
∂H

∣
∣
∣
∣
H1,2

= 1
μ0

∂E
∂H

∣
∣
∣
∣
H1,2

∂fr
∂E

∣
∣
∣
∣
E(H1,2)

with

[SH ] = Hz/T. (10)

Considering a Euler-Bernoulli beam, the second part of SH
can be obtained from the eigenfrequency equations [21]
with mode number i, in approximation of large quality
factors:

fr,i = λ2
i

2πL2

√∑
k EkIk

mL
⇒ ∂fr,i

∂E
= λ2

i

4πL2

I
√

mL
∑

k EkIk
,

(11)

1

0.8

0.6

(a) (b)

FIG. 2. Results from the analytical calculations for a hard-axis magnetization process. (a) Young’s modulus E(H) [Eq. (6)] nor-
malized to its value Em at fixed magnetization and its derivative |∂E,H | := |dE/dH | [Eq. (8)] normalized to its maximum ∂max

E,H ≈
68 GPa/mT. (b) Geometry factor G of the magnetic sensitivity SH [Eq. (16)] as a function of the ratio tr = t/h of film thickness t to
total thickness h of the cantilever beam for different ratios Er = Es/E of the two Young’s moduli E of the film and Es of the substrate.
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with the mode factor λi of the ith bending mode, the
cantilever length L the mass per length mL, the Young’s
modulus Ek and the second moment of area Ik both of the
kth layer. In the following, we consider a magnetic layer,
with E and I, on top of a nonferromagnetic substrate with
Es and Is. Here Es and Is can be approximated as aver-
age Young’s modulus and average second moment of area
of all other nonmagnetostrictive layers. For our system
it comprises the piezoelectric AlN layer and the poly-Si.
Using Eq. (11) and ∂max

E,H from Eq. (9), the expression for
the magnetic sensitivity in bending modes becomes

SH = ± 35/2

8
√

8
· MsλsE

3/2
m

K3/2
a

· λ2
i

4πL2

I√
mL(EI + EsIs)

. (12)

For small changes of E due to the Delta-E effect, one can
further simplify Eq. (12) by setting E ≈ Em.

D. Relative magnetic sensitivity SH ,r

The relative magnetic sensitivity SH ,r is defined in
Eq. (3) as a frequency-independent measure of the mag-
netic sensitivity. From that definition it can be expressed
as

SH ,r := SH f −1
r,i = 1

μ0

∂E
∂H

∣
∣
∣
∣
H1,2

∂fr
∂E

∣
∣
∣
∣
E(H1,2)

1
fr

. (13)

With Eq. (11) for fr and ∂fr/∂E the latter product in
Eq. (13) simplifies to

1
fr

∂fr
∂E

∣
∣
∣
∣
E(H1,2)

= 1
2

I
∑

k EkIk
. (14)

Now we again consider a two-layer structure with a mag-
netic film on top of a substrate. With the thicknesses t
of the magnetic layer, a relative thickness can be defined
as tr := t/h, with the total thickness h of the compos-
ite beam. Further we define the relative Young’s modulus
Er := Es/E. Calculating the two second moments of area
[44] I and Is with the parallel-axis theorem and substituting
the defined quantities, it is directly

1
fr

∂fr
∂E

∣
∣
∣
∣
E(H1,2)

= 1
2E

g
g + Er(1 − g)

:= G
2E

with

g : = 3tr − 6t2r + 4t3r . (15)

The factor G as defined in Eq. (15) includes only the geom-
etry of the layer system and the relative Young’s modulus
Er, which is typically Er ≈ 1. This permits a separate treat-
ment of the geometric and the material’s influence on the
magnetic sensitivity. To obtain a final equation for SH ,r, we
substitute Eq. (15) into SH ,r from Eq. (13) and use Eq. (9)

for ∂E/∂H . With the approximation E ≈ Em the relative
magnetic sensitivity becomes

SH ,r = ± 35/2

16
√

8

MsλsE
1/2
m

K3/2
a

G with [SH ,r] = 1
T

. (16)

Typically, Er ≈ 1 is a good approximation, which sim-
plifies the geometric factor to G ≈ g. For the sensors
discussed here, it is G ≈ 0.1, with Er ≈ 1 and tr ≈ 0.04,
which results in SH ,r ≈ 0.02 T−1. The material parameters
used are given in Sec. III A.

E. Discussion of the analytical model

An analytical model for the Delta-E effect is used to
calculate its slope and the magnetic sensitivities. Expres-
sions are calculated for the derivative ∂E,H and maximum
derivative ∂max

E,H of Young’s modulus E(H). With the eigen-
frequency of a Euler-Bernoulli beam, an equation for the
magnetic sensitivity SH is found. Simple expressions for
the minimum Young’s modulus Er,min and the relative
magnetic sensitivity SH ,r are derived and calculated with
material and geometry parameters of a typical cantilever
sensor. In comparison to measurements [45], the model
overestimates Er,min by a factor of about 2, whereas the
modeled SH ,r ≈ 0.02 T−1 is slightly closer to reported val-
ues [22] and our measurements (Sec. IV C). The mismatch
between model and measurement is expected to be caused
mainly by the single-spin assumption within the magnetic
model [46].

The influence of the layer structure on SH ,r is described
by the geometry factor G. It is plotted in Fig. 2(b) as a
function of the relative film thickness tr for different Er.
An improvement is predicted in the sensitivity by a fac-
tor of about 5 for a decrease in the substrate thickness to
achieve tr = 0.3. A further increase in tr is expected to be
less efficient due to the plateau of G around tr = 0.5. This
prediction holds only if changing the geometry does not
alter Ka or ϕEA, e.g., by an additional impact of anisotropic
stress.

The absolute dimension of the magnetic film contributes
to the relative magnetic sensitivity SH ,r via the demagnetiz-
ing field. The shape-anisotropy energy-density Ks results in
a reduction of Ka [Eq. (5)] with increasing film thickness.
Consequently, it follows from Eq. (16) that SH ,r → ∞, if
t → tc. Exceeding the critical film thickness tc, it is Ka < 0
which switches the easy axis to 0°. Because M = ±Ms
for a single-spin easy axis case, it follows directly that
E(H , σ) = Em and SH ,r = 0. With the ballistic demagne-
tizing factors in the center of a rectangular prism [47] and
Ku = 1.6 kJ/m3 (Sec. IV), the critical film thickness for the
given geometry results in tc = 2.8 μm. This behavior is a
result of the single-spin assumption and not expected for a
real sample.

In summary, the analytical model is successfully used to
estimate and describe Young’s modulus and the magnetic
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sensitivity of typical cantilever sensors. In particular, for
a realistic description around t = tc and H = Ha, a refined
model is required.

III. NUMERICAL MEAN-FIELD MODEL

In this part, a numerical model for Young’s modulus is
presented to avoid the main assumptions and limits of a
homogeneous system. Spatial distributions of different Ku
and ϕEA are introduced before a spatially varying internal
stray field is used. For the mechanical part of the sensi-
tivity, an analytical and a finite-element (FE) model are
used.

A. Model geometry and material parameters

Corresponding to the geometry in Fig. 1, we consider
a cantilever geometry with in-plane dimensions of 3 ×
1 mm2, for all models. For simplicity we neglect the
piezoelectric layer and add its 2-µm thickness to the 50-
µm substrate thickness. This approximation is justified,
because the AlN layer is thin and only the resonance
frequencies and not the electrical properties are of inter-
est here. The final geometry consists of one 2-µm-thick

magnetostrictive layer on top of a 52-µm-thick poly-silicon
substrate (poly-Si). Thin supporting layers and the elec-
trodes are neglected. The mechanical model parameters,
which are used for the two layers, are summarized in
Table I. For the magnetic material (Fe-Co-Si-B) a satura-
tion flux density of μ0Ms = 1.5 T and a saturation magne-
tostriction of λs = 32 ppm is used [45]. For the single-spin
model and the calculations in Secs. IV A and IV B, Ka =
800 J/m3 is used, if not stated otherwise.

B. Calculation of Young’s modulus E

To calculate Young’s modulus as a function of stress
and external magnetic field, �E is expressed more gen-
eral in terms of the first derivative uϕ of the energy-density
function u [Eq. (4)]. From the equilibrium condition uϕ :=
∂u/∂ϕ = 0 it is

1
�E

= ∂λ

∂σ
= ∂λ

∂ϕ

∂ϕ

∂σ
= ∂λ

∂ϕ

(

−∂uϕ

∂σ
/
∂uϕ

∂ϕ

)

. (17)

Assuming in-plane magnetization only, for the soft mag-
netic material, Eq. (17) directly results in

1
�E

= 9λ2
s cos2(ϕ)sin2(ϕ)

2Kucos[2(ϕ − ϕEA]] + μ0MsHcos ϕ − 2Ks cos[2ϕ] − 2Kσ cos[2ϕ]
. (18)

With ϕEA = 90◦, this expression for �E is equivalent to
�E in Eq. (6). The advantage of Eq. (18) is that only
the equilibrium magnetization angle ϕ must be known to
obtain the linearized Young’s modulus as a function of
magnetic field and applied stress. The magnetization angle
is obtained by solving Eq. (4) numerically for ϕ, always
starting with H 
 Ha.

C. Anisotropy distributions and local internal stray
fields

A major advantage of treating Eq. (4) numerically is
the possibility of modeling arbitrary easy-axis orienta-
tions and including spatial inhomogeneities of the internal
stray field. An ensemble of single-domain regions, each
described by Eq. (4), is considered with a distribution of
Ku around its mean (K̄u) with standard deviation δK . For
the easy-axis angles, a Van Mises distribution is used with
standard deviation δEA around the mean easy-axis angle
ϕ̄EA. The local stray field is modeled analytically using
the ballistic demagnetizing tensor D̃ [47–49] of a rectan-
gular prism. This is a rough approximation, as it is only
fully valid in magnetic saturation. The resulting distri-
bution of the demagnetizing anisotropy constant Ks for

our film geometry is shown in Fig. 3(b). For each single-
domain region the angle ϕ of magnetization is calculated
as a function of the external magnetic field H by solv-
ing Eq. (4). Then ϕ is used to calculate the local Young’s
modulus En(H) with Eq. (18).

D. Calculation of resonance frequencies

To calculate the resonance frequencies, the magne-
tostrictive layer is separated along the x axis into six
equally sized spatial regions (R1 − R6). This number is
found to be the minimum required for a sufficient dis-
cretization. The local Young’s modulus En(H) is averaged
within each spatial region R to obtain the mean Young’s
moduli Ēi(H) of that region.

TABLE I. Saturation Young’s modulus Em, Poisson’s ratio v,
density ρ, and thickness of the films used in the cantilever
models.

Composition Em v ρ Thickness

Fe-Co-Si-B 150 GPa 0.35 7870 kg/m3 2 μm
Poly-Si 160 GPa 0.22 2330 g/m3 52 μm
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(a) (b)

FIG. 3. (a) Absolutes |κ1| and |κ2| of the normalized curvature κ for the first bending mode (BM1) and the second bending mode
(BM2) of a cantilever beam. The effective mechanical properties are locally weighted by the weighting factors w1 (BM1) and w2 (BM2)
indicated as bar diagrams. (b) Top view of the magnetic layer, with local shape-anisotropy energy-density constant Ks ∝ D11 − D22
calculated from the ballistic demagnetizing factors in x and y direction. The six regions (R1–R6) of spatial discretization for the
mechanical calculations are indicated.

For the analytical approximation, the six mean Young’s
moduli Ēi(H) are weighted by the absolutes of the six
normalized mean curvatures wi of the respective bending
mode (Fig. 3) of a Euler-Bernoulli beam. The resulting
Young’s moduli E = ∑6

i=1 wĒi(H) are used in Eq. (11) to
calculate the eigenfrequency of the beam.

The analytical results are compared with eigenfrequency
calculations from a FE model using an eigenfrequency
study in COMSOL Multiphysics 5.3a with the mean Ēi(H)

as input.

IV. RESULTS AND DISCUSSION

In the following results from the numerical model are
presented and compared with measurements. In the first
part (IV A), the Delta-E effect of a single-domain particle is
calculated at different easy-axis angles using Eq. (18). No
distributions are used. In the second part (IV B),Young’s
modulus and its maximum slope are calculated as a func-
tion of the magnetic easy-axis tilt to quantify how it affects
the magnetic sensitivity. Normal distributions of the mag-
netic easy-axis angle and the anisotropy energy density are
used to quantify their influence on the magnetic sensitiv-
ity. In the third part (IV C), the numerical model is used
with the inhomogeneous internal stray field. The results
are compared with magnetization and resonance frequency
measurements on the cantilever sensors. For those calcu-
lations no fitted normal distributions are used, only the
local stray fields defined by the shape of the magnetic film.
Finally, in part (IV D) the numerical model is applied to
calculate the dependency of the magnetic layer thickness
on the sensitivity.

A. Results for a single-domain region

Results for Young’s modulus from Eq. (18) of one
single-domain region are shown in Fig. 4 for different easy-
axis orientations ϕEA. At ϕEA = 90◦, the result resembles
the analytical hard-axis curve perfectly. With increasing
tilt of the easy axis from this position, the minimum
Young’s modulus increases and the curve rounds around
the anisotropy field. The maximum located at μ0H = 0 mT
at ϕEA = 90◦ shifts to the left and its peak becomes nar-
rower until it vanishes for angles ϕEA > 45◦. At this angle,
the curve has a v-shaped form. For smaller ϕEA the mini-
mum shifts further to the left and the overall effect reduces
until it is zero at ϕEA = 0◦. For all angles ϕEA �= 90◦, a
singularity occurs at the switching field, where E = 0.
Here, the magnetization can be tilted with an infinitely
small stress along the magnetic field axis. In experiments,
Young’s modulus at the switching field is expected to
be >0 due to damping of the magnetization dynamics
[50–52], which is not included here.

B. Influence of distributions on E(H ) and the
sensitivity

In Fig. 5(a), E(H ) is shown for different mean tilt angles
ϕ̄EA and the fixed distribution δK = 15 % around Ku =
Ka = 800 J/m3 and δEA = 0.6 % of the easy-axis angle.
We define two maximum slopes ∂1

E,H and ∂2
E,H , which are

indicated with a red bold line in Fig. 5(a). Their absolute is
plotted over the mean easy-axis angle ϕ̄EA for different δK
in Fig. 5(b). The influence of a distribution around ϕ̄EA is
not explicitly shown here because it has a similar influence
on the sensitivity as a tilt of ϕ̄EA.
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(a) (b)

FIG. 4. Delta-E effect calculated for a single-domain region: (a) for different angles ϕEA of the easy axis between 90° and 45° and
(b) between 45° and 0° to the magnetic field direction. The calculations are started at positive magnetic fields close to magnetic
saturation.

For mean angles between ϕ̄EA = 90◦ and ϕ̄EA ≈ 80◦,
δK influences the outer slope ∂1

E,H strongly because
∂1

E,H (δK = 0) = ∞ for only one single-domain region.
For ϕ̄EA < 80◦, the tilt of ϕ̄EA dominates ∂1

E,H and the influ-
ence of δK becomes negligible. Overall, ∂1

E,H decreases by
about 50–80% at a tilt of only 10° from the ideal ϕ̄EA =
90◦ orientation for the δK considered. In contrast, ∂2

E,H is
approximately constant with δK for all ϕ̄EA > 60◦ and is
close to the analytical solution [Eq. (9)] at ϕ̄EA = 90◦. For
smaller ϕ̄EA, δK dominates ∂2

E,H because a larger δK results
in a stronger outaveraging of the center peak with increas-
ing ϕ̄EA. In Fig. 5(b) the slope ∂0

E,H of E(H) at H = 0 A/m
is also plotted over ϕ̄EA. It exhibits a maximum at about
ϕ̄EA = 72◦ with almost the same value as the minimum
of ∂2

E,H .

C. Comparison of the model with measurements

In the following, measurements on the bending-mode
resonators with amorphous Fe-Co-Si-B multilayers are
compared with the full numerical model from Sec. III that
includes the spatially varying effective Young’s modulus.

Magneto-optical Kerr effect (MOKE) microscopy [53,
54] is used to obtain data on the local magnetic proper-
ties of the magnetic multilayer. Images are taken in three
parts (P1, P2, P3) along the cantilever for different mag-
netic fields starting close to magnetic saturation at about
10 mT. The optical sensitive axis is set along the intended
easy axis, perpendicular to the cantilever’s long axis.

The resulting magnetization curves are shown in
Fig. 6(a) together with an illustration of the measurement
configuration. Compared with region P2 in the center, the

(a) (b)

FIG. 5. (a) Influence of the tilt of the mean easy ϕ̄EA from its ideal 90° orientation, with fixed dispersion parameters δK = 15% and
δEA = 0.6 %. The two maximum slopes ∂1

E,H and ∂2
E,H of the magnetic field (H) dependent Young’s modulus E(H) are plotted with a

red line. (b) Absolute of the slopes ∂1
E,H and ∂2

E,H for different δK and fixed δEA = 0.6% plotted over the tilt angle ϕ̄EA of the magnetic
easy axis. The slope ∂0

E,H of E(H) at H = 0 is indicated with a red line. The analytical solution from Eq. (9) is shown for comparison
with a red dot.
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(a)

(b)

(c)

FIG. 6. Measurements and models of the cantilever sensor in three different regions (P1, P2, P3). The magnetic easy axis (EA) is
induced perpendicular to the short axis. (a) Hysteresis curves for three regions along the beam compared with the results from the
numerical model (red). The resulting distribution that entered the simulation via the spatial shape anisotropy is shown as a histogram
of all Ha values [Eq. (5)]. (b) Example of magneto-optical Kerr effect measurements along the cantilever at 0.7 mT and (c) the domain
width (DW) extracted from (b) and plotted over the cantilever length, compared with the calculated demagnetizing anisotropy energy
density Ks.

magnetization curves from P1 and P3 exhibit smaller sus-
ceptibility and are more rounded. This is consistent with
the magneto-optical measurements. They show that the
domain formation starts at the left and right edges of the
magnetic film. From there they move towards the center
and reduce in width. An example is shown in Fig. 6(b)
for an external field of 0.7 mT. Whereas small domain
widths (DW) of about 10 µm are present in the center
region P2, the domain width increases towards the left
and the right edge of the sample in P1 and P3. This cor-
relates with the distribution of the demagnetizing field,
which increases towards the sample edges. Figure 6(c)
illustrates this relation. Here, the mean domain widths
extracted from the images are plotted over the cantilever
length together with the shape-anisotropy constant Ks.
The increase of Ks in P1 and P3 is consistent with the
smaller susceptibility of the measured hysteresis curves in
these regions. A discussion of magnetic domain width in
the structures is not straightforward, but the overall inho-
mogeneity of the local demagnetization field distribution

[see also Fig. 3(b)] might play an additional role in the
resulting magnetic domain distribution [55,56]. In addi-
tion to the internal stray field, other effects like stress
anisotropies and material inhomogeneities can influence
the local magnetic properties. Such effects may result in
fluctuations of the domain width, visible in Fig. 6(c) on a
smaller length scale. The measurements indicate that such
influences play a minor role compared to the inhomogene-
ity of the internal stray field.

Simulations are made with a homogeneous intrinsic
anisotropy energy density of Ku = 1.6 kJ/m3 and per-
fectly aligned magnetic easy axis ϕ̄EA = 90◦ in all regions.
Neither distributions of Ku nor of ϕ̄EA are used in the calcu-
lations. The only inhomogeneity used for the simulations
is the spatially varying demagnetizing anisotropy energy
density Ks from Fig. 3(b) to obtain its influence on the
magnetization. The modeled hysteresis curves in Fig. 6(a)
match overall with the measurements and resemble the
tendency of a steeper curve in the center (P2) of the sam-
ple and rounder at the sample ends (P1 and P3). This, in
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(a) (b)

FIG. 7. Comparison of measured resonance frequency and relative magnetic sensitivity SH ,r with results from the combined mean-
field FE model and mean-field Euler-Bernoulli approximation for (a) the first bending mode (BM1) and (b) the second bending mode
(BM2). Apart from the local stray field, no additional distributions are used for these calculations.

addition to the MOKE images, shows that the inhomoge-
neous demagnetizing field is the dominant reason for the
spatially different magnetization response of the sample.

Discrepancies between model and measurements arise
from a larger coercive field and steps in the modeled hys-
teresis curves. This is a direct consequence of averaging
hysteresis loops of single-domain regions, which cannot
resemble the domain formation that occurs in the real sam-
ple. As soon as the internal field is not 90° to the effective
easy axis or if the effective easy axis switches, rotational
hysteresis occurs. The local nonalignment and easy-axis
magnetization process reduce the mean Delta-E effect in
the model, as demonstrated in Fig. 4 for one single-domain
region.

Impedance measurements are performed with an Agi-
lent impedance analyzer in a Helmholtz coil setup with an
excitation amplitude of 10 mV. The resonance frequencies
are extracted from the impedance data using an mBVD fit
as done previously [21]. Simulations for the resonance fre-
quency fr,1 of BM1 and fr,2 of BM2 are compared with the
measurements and the calculated SH ,r in Fig. 7. Overall, the
model matches and resembles the trend visible in the mea-
surements. Compared to BM1, the resonance frequency fr,2
shows a larger Delta-E effect with lower minima and a
steeper curve. As expected, the larger impact of the dis-
tributions from region P1 in BM1 mainly affects the outer
slope of fr,1. It is worth mentioning that the model pre-
dicts the asymmetry in fr,1 and fr,2 well. It results from the
averaging of the zero Young’s modulus at the switching
field. Such good agreement with the literature [45] empha-
sizes the importance of the spatial character of the effective
anisotropy.

Deviations between model and measurements are visi-
ble for both resonance modes, especially around the center
maximum, which is narrower and slightly lower in the

simulations. In this magnetic field regime, the demagnetiz-
ing field of the sample along the short axis is lower than
the modeled one, due to the multilayer structure of the
samples. In BM2 a mismatch is apparent at about ±2 mT,
which can result from the rough spatial discretization only
along the long-beam axis. Also, local distributions, e.g.,
from anisotropic stress, can contribute to Ka [57] and result
in partial mismatches with the measured fr(H). The good
agreement between measurements and simulations indi-
cates that the internal stray field strongly dominates and
sufficiently describes the major differences between the
two bending modes.

D. Optimum film thickness

In contrast to the single-domain model, increasing the
magnetic layer thickness t does not result in SH → ∞
when approaching a critical thickness. Instead a maximum
of SH results, which is shown in Fig. 8 for the second
bending mode of the current beam geometry. The origin
of the maximum is the dependency of SH on the spa-
tial distribution of the internal stray field, which changes
with the magnetic layer thickness t. At large t, the inter-
nal stray field overcomes Ku in most regions of the film.
Consequently, the Delta-E effect is strongly reduced and
a v-shaped curve results as shown in Fig. 8(b) with the
example of t = 6 μm. Decreasing t results in more mag-
netoelastically active regions and a narrower distribution,
which enhances the Delta-E effect. Simultaneously, the
mean energy density K̄a increases with decreasing t, which
counteracts the beneficial effects. The interplay of both
effects yields a maximum of SH ,r at about t = 3.3 μm. At
this thickness, the fr(H) curve exhibits a maximum with
a steep slope at around H = 0 [Fig. 8(b), t = 3.3 μm].
With t → 0, the geometric factor G [Fig. 2(b)] increasingly
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(a) (b)

FIG. 8. (a) Maximum of the relative magnetic sensitivity SH ,r calculated as a function of the magnetic layer thickness t for the second
bending mode. (b) Examples of resonance frequency curves calculated for the three different layer thicknesses indicated in (a).

dominates SH ,r and results in a decrease of the magnetic
sensitivity until SH ,r = 0, although ∂E,H 
 0 [Fig. 8(b),
t = 1.5 μm]. The maximum SH ,r(t = 3.3 μm) is about
three times larger compared to SH ,r of the current sensor
geometry (t = 2 μm).

V. SUMMARY AND CONCLUSION

In this Paper, we analyze and discuss the Delta-E effect
and the magnetic sensitivity of the first and second bend-
ing mode for cantilever Delta-E-effect sensors. Analytical
expressions are derived and compared with the results
of a numerical mean-field model. The numerical model
additionally treats normal distributions of the effective
anisotropy energy density and includes the spatially inho-
mogeneous internal stray field of the real specimen geom-
etry. Magneto-optical imaging and resonance frequency
measurements are analyzed and used for model validation.

As pointed out, the sensitivity is constant with the oper-
ating frequency if the magnetic properties are constant as
well. With an analytical single-spin model, we describe
the magnetic sensitivity as a function of material param-
eters and the geometry. From the model, the sensitivity
can benefit strongly from a decrease in the substrate thick-
ness to achieve a film-substrate thickness ratio of tr ≈ 0.3.
Although the analytical simulations roughly match the
measurements within a factor of 2, qualitative limitations
arise from the single-spin approximation. Major limita-
tions occur when describing the magnetic sensitivity as
a function of the magnetic layer thickness or easy-axis
angle. As a first-order improvement, a numerical mean-
field model is analyzed that includes normal distributions
of the effective anisotropy energy and easy-axis orien-
tation. We quantify how small deviations from an ideal
90° easy-axis orientation can dramatically decrease the

maximum magnetic sensitivity. In our example, the sen-
sitivity decreased by a factor of 2–6 for an easy-axis mis-
alignment of only 5°. This effect reduces with increasing
initial distributions present in the magnetic layer. For mean
energy densities K̄a 
 0 with distributions δa � K̄a, the
sensitivity approximately equals the analytical single-spin
result.

Next, the internal stray field of the sample is included in
the model as a physical origin for spatial variations in the
magnetization behavior. The model is validated with reso-
nance frequency measurements. It is shown that second-
order bending modes are advantageous over first-order
modes for the magnetic sensitivity of our sensors. This
can be explained well by the internal stray field within the
mean-field model and is confirmed with magneto-optical
measurements. Because the internal stray field dominates
the distributions, the numerical model can predict the
influence of different bending modes on the Delta-E effect.

Finally, the magnetic sensitivity is calculated for the sec-
ond bending mode as a function of the magnetic layer
thickness t using the internal stray field of the real shape.
In contrast to the analytical single-spin model, a maxi-
mum occurs at about t = 3.3 μm. The magnetic sensitivity
approaches zero for thicker magnetic films, as expected.

In conclusion, we present a detailed and comprehen-
sive analysis of the magnetic sensitivity for cantilever
sensors. It is shown that spatial inhomogeneities must be
considered for the design but also for the simulation of
highly sensitive Delta-E-effect sensors. Because the mag-
netic properties are locally weighted by the curvature of
the resonance mode, the Delta-E effect and the magnetic
sensitivity can significantly differ depending on the mode
shape. We show that the second bending mode can reduce
the impact of the inhomogeneous internal stray fields and
thereby increase the magnetic sensitivity. Consequently,
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the weighting of local properties by the mode shape is not
only key to understanding the Delta-E effect and the sensi-
tivity of different resonance modes, but also an important
factor in improving future sensitivities.
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60 Chapter 4. Magnetic Sensitivity

4.2 Frequency Dependency of the ∆E Effect
The ∆E effect and magnetic sensitivity were analyzed in different bending modes with resonance
frequencies of the order of several kilohertz in the previous section. A larger resonance frequency
fr can be advantageous for several reasons. First, the signal bandwidth BW of the sensor in-
creases linearly with fr. In the bending mode resonators analyzed in the previous section, BW
is between 5 Hz and 100 Hz. Second, thermal electrical 1/f (f: frequency) noise can reduce the
LOD at low frequencies. A small size of the resonator is potentially accompanied by a high spa-
tial resolution and low power consumption, and it can permit the design of compact devices and
sensor arrays with many sensor elements. Yet, the resonance frequency is inversely proportional
to the dimensions of the resonator and typically in the megahertz regime for micrometer-sized
sensor elements. Such high resonance frequencies can also occur in cm-sized devices, e.g., be-
cause of specific resonance modes selected for other reasons. One example is the surface acoustic
wave device demonstrated in Section 5.1 that operates at ≈ 150 MHz.

In this section, the frequency dependency of the ∆E effect is discussed and used to estimate
the magnetic sensitivity as a function of the resonance frequency. In contrast to previous quasi-
static approaches appropriate for comparatively low frequencies, the calculations presented here
are based on the linearization of the Landau-Liftshitz-Gilbert equation that remains valid for
high frequencies around the ferromagnetic resonance.
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Abstract: In recent years the delta-E effect has been used for detecting low frequency and low
amplitude magnetic fields. Delta-E effect sensors utilize a forced mechanical resonator that is detuned
by the delta-E effect upon application of a magnetic field. Typical frequencies of operation are from
several kHz to the upper MHz regime. Different models have been used to describe the delta-E effect
in those devices, but the frequency dependency has mainly been neglected. With this work we present
a simple description of the delta-E effect as a function of the differential magnetic susceptibility χ of
the magnetic material. We derive an analytical expression for χ that permits describing the frequency
dependency of the delta-E effect of the Young’s modulus and the magnetic sensitivity. Calculations
are compared with measurements on soft-magnetic (Fe90Co10)78Si12B10 thin films. We show that the
frequency of operation can have a strong influence on the delta-E effect and the magnetic sensitivity
of delta-E effect sensors. Overall, the delta-E effect reduces with increasing frequency and results
in a stiffening of the Young’s modulus above the ferromagnetic resonance frequency. The details
depend on the Gilbert damping. Whereas for large Gilbert damping the sensitivity continuously
decreases with frequency, typical damping values result in an amplification close to the ferromagnetic
resonance frequency.

Keywords: delta-E effect; magnetoelasticity; resonators; magnetic field sensing; dynamic
susceptibility; surface acoustic wave (SAW)

1. Introduction

The change of the effective elastic properties with magnetization is referred to as the delta-E effect.
It results from inverse magnetostriction that adds an additional strain to the purely elastic Hookean
strain [1–3]. The delta-E effect has been used to build various types of magnetic field sensors for
the detection of low frequency and low amplitude magnetic fields. The first integrable devices [4]
were achieved using magnetoelectric MEMS (Micro-Electro-Mechanical Systems) cantilevers [5–7]
and nano-plate resonators [8–10] with thin soft-magnetic layers from 100 nm–2 µm. These structures
are excited electrically via a piezoelectric layer to oscillate at their respective resonance frequencies.
Typical operation frequencies are from several kHz up to several hundred MHz [11]. Upon application
of a magnetic field, the Young’s modulus of the magnetostrictive layer changes, which detunes the
resonance frequency. Similar kinds of delta-E effect sensors are based on surface acoustic wave (SAW)
devices [12–17]. Rayleigh or Love waves are excited with interdigital electrodes at MHz frequencies up
to the low GHz regime. The surface waves propagate through a magnetic thin film which is deposited
on top of the delay line. Upon application of a magnetic field, the delta-E effect of the magnetic material
results in a delay of the surface wave which can be detected as a phase change at the output electrodes.
Both kinds of delta-E effect sensors require an external or internal magnetic bias field to be operated at
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their optimum sensitivities. Besides sensor applications, the delta-E effect has been used for tunable
SAW devices operating up to the GHz range [18–24].

Early experiments and models on the frequency dependency of the delta-E effect focused mainly
on polycrystalline nickel rods. In these structures, a strong decrease (from 20% down to 3%) of the
delta-E effect was found by an increase of the frequency from a few kHz up to 10 MHz [25,26]. The
good agreement with calculations showed that this phenomenon can be assigned to eddy current
damping: at low frequencies, micro eddy currents increasingly impede domain wall motion until also
the moment rotation is being damped [27]. These calculations are made for bulk structures and are
limited to the demagnetized state. The models are based on a quasi-static approach and are only valid
for frequencies well below the ferromagnetic resonance frequency.

Despite the first theoretical attempts and the interest in high frequency devices, the existing
delta-E effect models [2,28–35] are mainly quasi-static single-spin approaches. Dynamic magnetoelastic
models treat the wave velocity [36–38] of Rayleigh waves and the electrically driven ferromagnetic
resonance [39,40]. Neither calculations for the dynamic delta-E effect nor for the sensitivity for delta-E
effect sensors are available.

Here we present a simple but general approach to include the frequency dependency in calculations
of the delta-E effect of the Young’s modulus. It is applied to the example of the high frequency regime
using a linearization of the magnetization dynamics. Calculations of the dynamic susceptibility are
compared with measurements on soft-magnetic material, which has been used for magnetic field
sensing before. The resulting parameters are used to calculate the Young’s modulus E(H, f ) as a
function of magnetic field H and operation frequency f . From E(H, f ) the magnetic part ∂E,H := ∂E/∂H
of the sensitivity S ∝ ∂E,H is calculated for resonators dominated by the Young’s modulus. Finally, the
results are compared with measurements from the literature.

2. The Delta-E Effect

In the following section, a simple equation for the delta-E effect as a function of the differential
susceptibility and the magnetoelastic properties is derived and illustrated. Next, an expression for the
dynamic differential susceptibility is presented that permits us to describe the frequency and magnetic
field dependency of the Young’s modulus.

2.1. The ∆E-Effect

The change of Young’s modulus E with the magnetic field results from a change of the
magnetoelastic response upon magnetization. Applying a stress σ to the magnetic material results
in a purely mechanical strain e = E−1

m σ, inversely proportional to Young’s modulus Em at fixed
magnetization. The mechanical strain e is superposed by a stress induced magnetostrictive strain λ
that depends on the magnetization M. The total Young’s modulus can be described by [3]

1
E
=
∂(e + λ)

∂σ
:=

1
Em

+
1

∆E
with

1
∆E

:=
∂λ
∂σ

=
∂λ
∂H

∂H
∂M

∂M
∂σ

. (1)

This expression is rearranged to describe the delta-E effect as a function of easy to measure magnetic
properties. Using the relation ∂M/∂σ = (1/µ0)∂λ/∂H [41] to replace ∂M/∂σ, the equation becomes

1
∆E

=
(∂λ/∂H)2

µ0∂M/∂H
:=

χ2
me

µ0χ
, (2)

which is consistent with [3]. Consequently, the change of Young’s modulus is inversely proportional
to the square of the differential magnetoelastic susceptibility χme := ∂λ/∂H, with the differential
magnetic susceptibility χ := ∂M/∂H as a proportionality factor.

The relation between M(H), λ(H) and E(H) is illustrated in Figure 1 in the example of a soft
magnetic amorphous FeCoSiB thin film with uniaxial magnetic anisotropy, typical for cantilever delta-E
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effect sensors [7]. A mean-field model based on a single-spin ensemble is used to describe λ(H) and
M(H), required for Equation (2). Details of the model and the material parameters are given in the
Appendix A. A slight hysteresis occurs in M(H), λ(H) and E(H) due to a dispersion of the magnetic
easy axis introduced in the model. Note that the minimum of E(H) is at slightly larger fields than
the maximum of χ2

me. This occurs because χ2
me is divided in Equation (2) by µ0χ, which is maximum

around H = 0. The calculation in Figure 1 is consistent the measurements [42] and the trend reported
in the literature [29,43].
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Figure 1. Illustration of the proportionality of the delta-E effect to the squared magnetoelastic
susceptibility χ2

me := (∂λ/∂H)2 in Equation (2) using a mean-field model based on a single-spin
ensemble (Appendix A). (a) Modelled magnetic hysteresis curve normalized to the saturation
magnetization Ms and the differential magnetic susceptibility χ; (b) modelled magnetostriction
curve, normalized to the magnetostriction λs at magnetic saturation and its squared derivative χ2

me;
(c) resulting Young’s modulus E as function of the applied magnetic field H, normalized to its value Em

at fixed magnetization. The mean-field model and the parameters used for the simulation are given in
the Appendix A.

2.2. Frequency Dependency of the Young’s Modulus

To describe the frequency dependency of the delta-E effect, Equation (2) cannot be used
directly, because both χme and χ are functions of the magnetization. Instead, the magnetic field
and magnetization dependency of χme are separated to describe E as function of χ only. For that, we
first use the common quadratic approximation of λ [44] to form the derivative of the magnetostrictive
strain to the magnetization

λ =
3
2
λs

(
m2

0 −
1
3

)
→

∂λ
∂M

=
1

Ms

∂λ
∂m0

=
3λsm0

Ms
. (3)

In this equation, m0 is the projection of the normalized quasi-static magnetization vector m0 on the
axis of the applied static bias field H. The expression χme := ∂λ/∂H = ∂λ/∂M· ∂M/∂H is substituted
into Equation (2) with ∂λ/∂M from Equation (3), which results in

1
∆E

=
χ
µ0

(
∂λ
∂M

)2

=
9λ2

sm2
0

µ0M2
s
χ . (4)
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Then the Young’s modulus E(H, f ) finally is

E(H, f ) =
(

1
Em

+
1

∆E(H, f )

)−1

with
1

∆E
=

9λ2
sm2

0

µ0M2
s
χ . (5)

The magnetostrictive strain λ(M) results from the strain response of the mechanical structure to
the magnetization induced magnetoelastic stress. Measurements and simulations on FePt nanoparticles
indicate that this local structural response occurs on the timescale of a few pico-seconds [45]. Hence,
we assume λ(M) to be constant in the GHz regime which is of interest here. With this the differential
dynamic susceptibility χ can be used to describe the frequency dependency of the delta-E effect. For
the specific situation of a hard axis magnetization process the projection m0(H) can be eliminated from
Equation (5) with the Stoner–Wohlfarth model [46]. The solution for a hard axis magnetization process
is [44,46]

m0(H) =

{
H/HK |H| < HK

1 |H| > HK

}
. (6)

The effective anisotropy field HK = 2K/(µ0Ms) is expressed via the first order anisotropy constant
K. The final solution for the Young’s modulus E(H, f ) as a function of the differential susceptibility for
this specific case is

E(H, f ) =
{

1/Em + 1/∆E |H| < HK

Em |H| > HK

}
with

1
∆E

=
9
4
µ0λ2

sH2

K2 χ . (7)

2.3. Dynamic Differential Susceptibility

For the differential dynamic susceptibility, a single spin model is used. The motion of the magnetic
moments is described by the Landau–Lifshitz–Gilbert equation [47]:

∂M
∂t

= γM×Heff +
α

Ms
M×

∂M
∂t

. (8)

In the equation, γ is the gyromagnetic ratio, α is the Gilbert damping parameter, Heff is the effective
field vector and M is the magnetization vector. The components of the effective field result from the
energy density function u, which is given in the Appendix A. For u we consider an effective uniaxial
energy density, a Zeeman term and a demagnetizing energy density. The components Heff,i of the
effective field are then given by

Heff,i = HK (m0,1ea1 + m0,2ea2 + m0,3ea3)eai + Hi + Hd,i with i = 1, 2, 3 . (9)

The components Hd,i = DiiMsm0,i of the demagnetizing field are given by the product of the
respective component m0,i of the normalized magnetization and the component Dii of the diagonal
demagnetizing tensor D. The direction cosines of the easy axis vector are given by eai. Hi are the
components of the applied static magnetic field vector.

The spin dynamic is linearized using a procedure similar to the one commonly used for
ferromagnetic resonance (FMR) calculations [48,49]. In our case, the effective AC driving field
is aligned with the magnetic bias field. The fact that the AC effective field originates from an external
stress and not from an external magnetic field does not change the calculation procedure. m0 can be
obtained from minimizing the energy density u numerically or from Equation (6) in the ideal hard axis
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case. The following expression is the result for the component χ11 := χ of the dynamic differential
magnetic susceptibility along the magnetic bias field

χ =
γMs m2

0,2

γ
(
Heff + MsD̃−HKẽa2

− αiω/γ
)
−

ω2

γ
(
Heff+MsD33−

αiω
γ

) , (10)

with D̃ := D11m2
0,2 +D22m2

0,1, ẽa := ea1m0,2 + ea2m0,1 and the angular frequency ω = 2π f of the driving

field. The magnitude Heff of the effective field is given by Heff =
(
H2

eff,1 + H2
eff,2 + H2

eff,3

)1/2
with Heff,i

from Equation (9). The full tensor of the differential susceptibility and more details on the calculation
procedure are given in the Appendix A. Together with Equation (5) or Equation (7), Equation (10) can
be used to describe the frequency and magnetic field dependency of the Young’s modulus. Results are
shown and discussed in the following section.

3. Results and Discussion

In this section, we first present results of the dynamic susceptibility and the Young’s modulus
E(H, f ) from an ideal single-spin. Afterwards, a mean-field model is used to compare the modeled
magnetization M(H) and the ferromagnetic resonance frequency fFMR with measurements. The
extracted parameters are used to calculate the magnetic part ∂E,H := ∂E/∂H of the sensitivity of delta-E
effect sensors as a function of damping parameter α and operation frequency f .

For all calculations in this section, we consider a thin film for which the approximation
D11 ≈ 0 , D22 ≈ 0 and D33 ≈ 1 holds well. For the material parameters we consider the
gyromagnetic ratio γ = 2.21× 10−5 Hz/(A/m) [50] of the free electron, a saturation magnetostriction
of λs = 35 ppm [42] and a saturation Young’s modulus of Em = 150 GPa [42]. We use K = 1400 J/m3

and a saturation flux density of µ0Ms = 1.48 T, obtained from the measurements in Section 3.2.

3.1. Frequency Dependency of the Young’s Modulus and Dynamic Susceptibility

In the following section, we illustrate the frequency and magnetic bias field dependency of
the differential dynamic susceptibility χ and the Young’s modulus E. Calculations are made with
the example of an ideal hard-axis magnetization process of a single-spin. For the Young’s modulus
Equation (7) is used with the dynamic differential susceptibility χ from Equation (10). A damping
parameter of α = 0.02 is used.

In Figure 2a the results for the normalized quasi-static magnetization M/Ms and the normalized
magnetostrictive strain λ/λs are illustrated. They resemble the well-known Stoner–Wohlfarth behavior
of a uniaxial anisotropy material. Because M(H) is a linear function for −HK < H < HK, the
static differential susceptibility χ0 is constant in this magnetic field regime. The real part Re{χ} of
the differential dynamic susceptibility χ (Figure 2b) is consistent with the quasi-static solution at
low frequencies. With increasing frequency, the discontinuity around H = HK is rounded off and
Re{χ} develops two minima. The minima occur due to the continuous shift of the ferromagnetic
resonance frequency from fFMR = 0 Hz at H = ±HK (due to the simple single-spin model) up to about
fFMR = 1.65 GHz at H = 0. The result at H = 0 is equal to the result from the equation of Kittel [51].
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Figure 2. (a) Modelled magnetization component 𝑀 along the magnetically hard axis, normalized to 

the value 𝑀s at magnetic saturation and the magnetostrictive strain 𝜆 normalized to its value 𝜆s at 

magnetic saturation. (b) Modelled real part 𝑅𝑒(𝜒)  of the dynamic differential susceptibility 

𝜒 (Equation (10)), normalized to the static susceptibility 𝜒0 ≈ 639 of its quasi-static magnetization 

value at a magnetic bias field 𝐻 =  0. 

Figure 2. (a) Modelled magnetization component M along the magnetically hard axis, normalized to the
value Ms at magnetic saturation and the magnetostrictive strain λ normalized to its value λs at magnetic
saturation. (b) Modelled real part Re(χ) of the dynamic differential susceptibility χ (Equation (10)),
normalized to the static susceptibility χ0 ≈ 639 of its quasi-static magnetization value at a magnetic
bias field H = 0.

In Figure 3a the real part Re{E} of the Young’s modulus is plotted, normalized to its value Em at
magnetic saturation. At low frequencies ( f = 0.01 GHz), Re

{
E(H)

}
is consistent with the results from

quasi-static single-spin models [2,28]. With increasing excitation frequency f , the curve rounds out
and develops two maxima Emax in addition to the minima Emin present at quasi static f. These maxima
have been observed experimentally in a previous study [22]. The change of the maxima Emax and
minima Emin with frequency depends strongly on the damping factor α as shown in Figure 3b. For
α = 0.03, Emin continuously increases with f . For smaller α, a minimum occurs in Emin( f ) that is more
pronounced for lower damping and shifted to higher f . The maximum of Emax increases for smaller α
and shifts to lower frequencies.
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Figure 3. Results for the real part Re(E) of the Young’s modulus E, normalized to its value Em at
magnetic saturation. (a) As a function of the magnetic bias field for different excitation frequencies f
and (b) the evolution of maxima and minima visible in (a) with the excitation frequency f .

The complete dependency of the complex E(H, f ) and χ(H, f ) are shown in Figure 4. The behavior
of the Young’s modulus with frequency can be understood by considering the ferromagnetic resonance
frequency fFMR. The fFMR is obtained from the maximum of the imaginary part Im

{
χ( f )

}
of the dynamic

differential susceptibility χ (Figure 4a, bottom) in frequency f . A dashed red line in Figure 4a(bottom)
shows how the fFMR changes with the magnetic bias field H and f . Starting at H = 0, fFMR continuously
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decreases until |H| = HK. The decrease occurs, because the AC magnetization always oscillates in a
plane perpendicular to m0. Hence, it oscillates along the hard axis initially at H = 0. With rotation of
m0, the AC magnetization increasingly oscillates along the easy axis. Consequently, the restoring force
reduces and fFMR decreases. For |H| > HK, Im{χ} and Re{χ} are zero because m0,2 = 0 in Equation (10).
At the ferromagnetic resonance frequency fFMR, the sign of the real part Re{χ} of χ changes and becomes
negative above it (Figure 4a, top). Consequently, the change of sign occurs also at fFMR in Re{∆E} as
defined in Equation (4). Though, because of the inversion, the frequency at which Re{E/Em} = 1 is at
frequencies f > fFMR in Figure 4b (top). The same applies for the maximum of Im{E/Em} in Figure 4b
(bottom).Sensors 2019, 19, x FOR PEER REVIEW                                                                    7 of 14  
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Figure 4. Model results for an ideal hard axis magnetization process: (a) real part Re{χ} (top) and
imaginary part Im{χ} (bottom) of the differential dynamic susceptibility χ. (b) The real part Re{E/Em}

(top) and the imaginary part Im{E/Em} of the normalized Young’s modulus E/Em as a function of the
external magnetic field and the frequency. A damping factor of α = 0.02 is used. The ferromagnetic
resonance frequency fFMR defined by the maximum of Im{χ} is denoted by a red dashed line. Because
Im{χ} = 0 for H > |HK|, fFMR is not shown in this field regime.

3.2. Mean-Field Calculations and Measurements

At |H| = HK the discontinuity in M(H) results in a discontinuity in Re{E} as well. Hence, the
sensitivity S ∝ ∂Re{E}/∂H is not defined at HK within the single-spin model. In real magnetic films,
distributions of the magnetization may occur due to inhomogeneities in material, structure or geometry
and the resulting variations in the demagnetizing field. By the distributions, the discontinuity in M(H)

and E(H) vanishes, which makes these functions fully differentiable. For the mean-field model, we
use normal distributions δEA and δK of the easy axis (EA) angle and the effective anisotropy energy
density K in a single-spin ensemble (Appendix A).

To obtain meaningful model parameters, measurements are performed on a 5 × 5 mm sample of
200 nm thick (Fe90Co10)78Si12B10 with an induced easy axis of anisotropy (Appendix A). The magnetic
mean-field model is fitted to quasi-static magnetization measurements performed with a BH-loop
tracer. An excellent fit is obtained with δEA ≈ 1 %, δK = 15 % and K = 1400 J/m3 (Figure 5a). The
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other material parameters required are obtained from PIMM measurements. As a result, we obtain a
saturation flux density of µ0Ms = 1.48 T, a damping constant of α = 0.01 and a dynamic anisotropy
energy density of K = 1.6 kJ/m3. A discrepancy between the static K and the dynamic K has been
observed before [52,53] and was explained with magnetic dispersion [54,55]. This dispersion might
also be reflected in the deviation of measured and modelled fFMR (Figure 5b), which occurs with
increasing magnetic field magnitude. The domain structure of the sample is not represented by the
single-spin based mean-field model. Additionally, sample misalignment of a few degrees can result
in errors. With increasing |H| the component m0,2 decreases, until it is too small for a meaningful
measurement at large H. For a tilted magnetic easy axis, magnetic saturation along the applied field
can never be reached within the Stoner–Wohlfarth model. For such a case it follows that m0,2 > 0,
while H→∞ . From Equation (10) it is χ→ 0 because m0,2 → 0 with H→∞ . Consequently, fFMR

increases due to the stiffening of the magnetic resonator by the increase of the effective field as shown
in Figure 5b.
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3.3. The Magnetic Sensitivity of Delta-E Effect Sensors

Delta-E effect sensors utilize the change of their mechanical resonance frequency fr upon application
of a magnetic field for magnetic field sensing. If the Young’s modulus’ contribution to fr dominates,
the magnetic part of the sensitivity S results from the derivative ∂E,H := ∂E/∂H, with S ∝ ∂E,H.
The derivative ∂E,H is calculated using the mean-field model. Due to the distributions introduced,
E(H, f ) smooths out and the extrema reduce but it does not fundamentally differ from the single-spin
result in Figure 4b (top). The absolute

∣∣∣∂E,H
∣∣∣ of the derivative is shown in Figure 6a for α = 0.01, together

with fFMR. A global maximum is apparent at frequencies just below fFMR(H = 0). In Figure 6b the

absolute
∣∣∣∣∂max

E,H

∣∣∣∣ of the maximum slope is plotted over the operation frequency f for different damping

parameters α. Overall,
∣∣∣∣∂max

E,H

∣∣∣∣ decreases with increasing f , shown, e.g., for α = 0.03. For lower α, a local
maximum evolves and increases with decreasing damping. At sufficiently low α, the local maximum
becomes a global one and exceeds the maximum at quasi-static frequencies.
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4. Summary and Conclusions

We described the delta-E effect as a function of the dynamic differential susceptibility χ of
the magnetization. It can be used to estimate the delta-E effect from static magnetization and
magnetostriction measurements if χ is known. A linearization of the Landau–Lifshitz–Gilbert equation
was used to describeχ as a function of the magnetization in a single-spin model. χ includes the complete
diagonal demagnetizing tensor for a film with uniaxial magnetic anisotropy and an external magnetic
field applied in an arbitrary direction. Hence, the model is not restricted to an infinite-plane assumption.
The susceptibility calculations match the measurements performed on a typical soft-magnetic FeCoSiB
thin film frequently used for magnetic field sensing.

With the extracted material parameters, the Young’s modulus is calculated and discussed as a
function of the magnetic field and the operation frequency. A stiffening of the material is observed
above the ferromagnetic resonance frequency, which matches with measurements in the literature.
The stiffening results from the large phase shift between the oscillating stress and the alternating
magnetostrictive strain response. Depending on the damping factors α, the magnitude of the
delta-E effect either decreases continuously or exhibits a maximum just below the ferromagnetic
resonance frequency.

The model is used to discuss the delta-E effect for magnetic field sensor applications by calculating
the magnetic sensitivity of delta-E effect sensors. Like the magnitude of the delta-E effect, a maximum
in magnetic sensitivity is visible close to the ferromagnetic resonance frequency for sufficiently small
damping factors α. For larger damping factors, the sensitivity continuously decreases with frequency.
The results indicate strong influence of the operating frequency on the delta-E effect and the sensitivity,
even below the ferromagnetic resonance frequency. Especially for high sensitivity devices, very soft
magnetic properties are required that result in a low ferromagnetic resonance frequency. Consequently,
the delta-E effect’s frequency dependence should be considered during the design of high sensitivity
and high frequency sensors. As the delta-E effect occurs in several components of the mechanical
stiffness tensor, we expect a similar dependency on the frequency in those components.
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Appendix A

Appendix A.1. Calculation of the Dynamic Suceptibility

For the calculation of the dynamic susceptibility we used two coordinate systems: a global one
(x1, x2, x3) and a rotated one (x′1, x′2, x′3) as it is illustrated in Figure A1. The rotation angle ϕ is defined

as the angle between the static equilibrium vector M of magnetization M
∗

and the x1-axis. Along the
x1-axis an external magnetic field H

∗

app = H + h is applied with a static part H and a dynamic part h.
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M
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For the following calculations we separate the magnetization vector M
∗

= M + m into a static
part M and a dynamic part m. Correspondingly, the effective field vector H

∗

= Heff + heff is expressed
as a sum of a static effective field Heff and a dynamic one heff. In equilibrium, M lies along the static
part Heff of the effective field vector. Hence, in the rotated coordinate system (x′) the only non-zero
component of H

′

eff is H′eff,1 = Heff and of M
′

is M′1 = Ms. The dynamic vectors m and heff can be
described with harmonic oscillations, presuming that the amplitude of the precession is small. In
rotated coordinates the complete vectors are

H
∗′

=


Heff

0
0

+


h′eff, 1
h′eff, 2
h′eff, 3

eiωt, M
∗′

=


Ms

0
0

+


0
m′2
m′3

eiωt, (A2)

with the dynamic components h′eff, ie
iωt of the effective field vector and the corresponding dynamic

magnetization components , both in rotated coordinates.
Substituting H

∗′

and M
∗′

into Equation (8) the LLG equation is rearranged to obtain the components
χ′i j := m′i /h′j of the dynamic susceptibility tensor χ′ in the rotated coordinate system. The harmonic
approximation only holds for small oscillations (m′i � Ms, h′eff,i � Heff) of the magnetization and
the effective field. As a consequence, all terms m′i h

′

eff,i ≈ 0 in the cross product of the LLG equation
(Equation (8)), which results in all χ′i1 = 0. Furthermore, the plane of magnetization precession is
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perpendicular to M and the driving field h is perpendicular to the x′3 axis. Hence, all components χ′1 j
and χ′i3 vanish as well. The residual rotated non-zero components are:

χ′22 =
γMs/

[
γHeff + γMsD′ − γHKea′2 − αiω

]
1− ω2[

γHeff+γMsD̃−γHK ẽa2
−αiω

]
(γMsD33+γHeff−αiω)

, (A3)

χ′32 =
iω γMs[

γHeff + γMsD̃− γHKẽa2
− αiω

]
(γMsD33 + γHeff − αiω) −ω2

, (A4)

with D̃ := D11m2
0,2 + D22m2

0,1 and ẽa := ea1m0,2 + ea2m0,1. By rotating χ′ back to the x-coordinate
system, we get the final tensor χ of the dynamic magnetic susceptibility:

χ =


χ′22 sin2ϕ χ′22 cosϕ sinϕ 0

χ′22 cosϕ sinϕ χ′22 cos2 ϕ 0
χ′32 sinϕ χ′32 cosϕ 0

. (A5)

In this paper, only uniaxial stress is considered. Therefore, only the χ11 component is used for the
Young’s modulus calculations.

Appendix A.2. Magnetic Mean-Field Model

For the simulation, we consider an ensemble of single-domain particles. Each particle has a
different orientation of its easy axis vector ea to the external magnetic field H and an anisotropy energy
density K. The orientations of ea and values of K are taken to be normally distributed with a standard
deviation δEA of the easy axis and a standard deviation δK of K. The global magnetization curve is
obtained by averaging the magnetization over all particles. For the delta-E effect, the Young’s modulus
is calculated for each particle and then averaged over all particles to obtain the global Young’s modulus.
The normalized static magnetization vector m0 is obtained for each particle by minimizing its energy
density function u (Equation (A1)), setting the dynamic components of h

′

and m′ in Equation (A2)
to zero.

Appendix A.3. Model Parameters for Figure 1

For the calculations shown in Figure 1 (Section 2.1) we used a standard deviation δK = 30%
around a mean of K = 1.9 kJ/m3 and a standard deviation δEA = 1 % of the easy axis. A size of
(3× 1× 0.002) mm3 is used for the magnetic layer, corresponding to the dimensions given in [7].
These dimensions result in D11 = 2.4223·10−4 , D22 = 15·10−4 and D33 = 0.9983 for the ballistic
demagnetizing factors in the center of a rectangular prism [56]. Except of K, we used the same material
parameters as given in Section 3.

Appendix A.4. Measurements

Experiments are performed on a 5 × 5mm sample of 200nm thick (Fe90Co10)78Si12B10 on a Si
substrate. A uniaxial anisotropy is induced by magnetization during the deposition. Quasi static
magnetization curves are measured by a BH-loop tracer at 10Hz. FMR frequencies are measured by
pulsed inductive microwave magnetometry (PIMM) [57] in flip chip geometry on a coplanar waveguide
(CPW). The hard axis of the sample is aligned parallel to the Oersted field of the CPW and magnetic bias
fields are also applied parallel to the Oersted field of the CPW. Each bias field is reached starting from
positive saturation of the sample and lowering it to the desired field strength to perform the PIMM
measurement. The magnetic field strength of the Oersted field is ca. 3A/m. The FMR frequency for
each bias field is extracted by the maximum of the magnitude of the Fourier transformed time signal.
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4.3 Stress Effects in Contour-Mode Resonators
In the previous sections, the material, geometry, and operating parameters were analyzed to
determine how they influence the ∆E effect and magnetic sensitivity. Ensuring the technologi-
cal feasibility of the sensor concept including reproducibility of the devices, is as important as
optimizing such parameters. As described in Section 4.1, a key parameter for large magnetic sen-
sitivity is a small and spatially homogeneous effective anisotropy energy density Keff . Owing to
the magnetoelastic interaction, Keff is affected by anisotropic stress that can build up during the
fabrication process. Although magnetoelastic coupling is a well-understood phenomenon, the
relationship between the geometric parameters and spatially inhomogeneous stress and mag-
netization fields is nontrivial and can cause a variation of the device parameters. Therefore,
understanding the influence of stress effects on the performance is key for optimizing sensing
characteristics and improving reproducibility.

In this section, the effects of stress on the performance of the ∆E-effect sensor elements
are investigated in detail using double-clamped plate resonators with a large ratio of magnetic
film-thickness to non-magnetic film thickness of ≈ 1-1.5. A large sample of sensor elements is
analyzed with two different multilayer systems based on soft-magnetic amorphous FeGaB and
FeGaC thin-films. The results shed light on major technological challenges and restate the im-
portance of the magnetic material parameters in sensor development.

Contribution

The contribution to this work is shared equally with Alexei D. Matyushov.

• Conceptualization (shared)

• Writing of original manuscript (shared)

• Modeling and simulations

• Data analysis and interpretation (shared)



2100294 (1 of 16) © 2021 Wiley-VCH GmbH

www.advmattechnol.de

ReseaRch aRticle

Curvature and Stress Effects on the Performance of 
Contour-Mode Resonant ΔE Effect Magnetometers

Alexei D. Matyushov, Benjamin Spetzler, Mohsen Zaeimbashi, James Zhou, 
Zhenyun Qian, Elizaveta V. Golubeva, Cheng Tu, Yingxue Guo, Brian F. Chen, 
Damo Wang, Alexandria Will-Cole, Huaihao Chen, Matteo Rinaldi, Jeffrey McCord, 
Franz Faupel, and Nian X. Sun*

DOI: 10.1002/admt.202100294

1. Introduction

Small magnetic sensors have played a 
tremendously important role in modern 
times, perhaps most obviously as the inte-
gral components of read and write heads 
in magnetic storage technology and, by 
extension, in the digital revolution that this 
technology facilitated. Other far-reaching 
applications for magnetic sensors abound. 
These include functions like miniature 
integrated compasses, contact-less sensing 
of mechanical parts in automotive[1] and 
other industries, contact-less switching, 
optimization of electric motors,[2] and a 
range of biomedical applications.

Ongoing research on magnetic sen-
sors is focused on improving the smallest 
detectable magnetic field, while mini-
mizing the other critical parameters of 
(especially) size, power consumption, 
and cost. Specifically, one research and 
development challenge is in magnetic 
biodetection; relevant magnetic fields in 
this context range from about 25 pT for 
the human heart, down to 1 pT or less  

Miniaturized piezoelectric/magnetostrictive contour-mode resonators are 
effective magnetometers by exploiting the ΔE effect. With dimensions of 
≈100–200 µm across and <1 µm thick, they offer high spatial resolution, 
portability, low power consumption, and low cost. However, a thorough 
understanding of the magnetic material behavior in these devices is lacking, 
hindering performance optimization. This manuscript reports on the strong, 
nonlinear correlation observed between the frequency response of these sen-
sors and the stress-induced curvature of the resonator plate. The resonance 
frequency shift caused by DC magnetic fields drops off rapidly with increasing 
curvature: about two orders of magnitude separate the highest and lowest 
frequency shift in otherwise identical devices. Similarly, an inverse correla-
tion with the quality factor is found, suggesting a magnetic loss mechanism. 
The mechanical and magnetic properties are theoretically analyzed using 
magnetoelastic finite-element and magnetic domain-phase models. The 
resulting model fits the measurements well and is generally consistent with 
additional results from magneto-optical domain imaging. Thus, the origin of 
the observed behavior is identified and broader implications for the design 
of nanomagnetoelastic devices are derived. By fabricating a magnetoelectric 
nanoplate resonator with low curvature, a record-high DC magnetic field 
sensitivity of 5 Hz nT–1 is achieved.

Dr. A. D. Matyushov, Prof. Z. Qian, Y. Guo, D. Wang, A. Will-Cole,  
H. Chen, Prof. M. Rinaldi, Prof. N. X. Sun
Department of Electrical and Computer Engineering
Northeastern University
Boston, MA 02115, USA
E-mail: n.sun@northeastern.edu
Dr. A. D. Matyushov
Department of Physics
Northeastern University
Boston, MA 02115, USA
B. Spetzler, E. V. Golubeva, Prof. J. McCord, Prof. F. Faupel
Institute of Material Science
Kiel University
24118 Kiel, Germany

The ORCID identification number(s) for the author(s) of this article 
can be found under https://doi.org/10.1002/admt.202100294.

Dr. M. Zaeimbashi
Wellman Center for Photomedicine
Massachusetts General Hospital
Harvard Medical School
Boston, MA 02114, USA
J. Zhou
Department of Mathematics
University of California, Davis
Davis, CA 95616, USA
Dr. C. Tu
School of Electronic Science and Engineering
University of Electronic Science and Technology of China
Chengdu, China
B. F. Chen
Department of Electrical and Computer Engineering
University of Illinois at Urbana-Champaign
Urbana, IL 61801, USA

Adv. Mater. Technol. 2021, 2100294



www.advancedsciencenews.com

© 2021 Wiley-VCH GmbH2100294 (2 of 16)

www.advmattechnol.de

for the brain, and in-between magnitudes for other areas of the 
body.[3] In addition, magnetometers for this task must attain 
such resolution at static or quasistatic (low frequency) fields. 
Generally, the best detection limits can be achieved by SQUID 
(superconducting quantum interference device) magnetom-
eters.[4–6] However, the cryogenic cooling necessary for SQUIDs 
leads to a host of associated problems such as high cost and 
complexity, high power consumption, large size of the overall 
instrument package and, as a consequence, essentially nonex-
istent portability.

In this work, we studied a type of magnetometer that can 
potentially satisfy demand for small size and room temperature 
operation: sensors featuring a nanoelectromechanical system 
(NEMS) contour-mode resonator, made up of thin-film mag-
netoelectric (ME) composites, and operating on the ΔE effect. 
Laminated ME composites were pioneered in 2001[7] and con-
sist of distinct layers of magnetic and piezoelectric phases, 
which are coupled by strain. To fashion a sensor out of these 
materials, ME magnetometers typically feature a mechanically 
resonant element (e.g., a cantilever or resonator plate),[8–13] in 
contrast to many previously developed sensor classes such as 
magnetoresistive (MR) sensors, fluxgates, etc.[14]

Magnetometers made up of laminated ME composites can 
generally be divided into two types: passive sensors based on 
the ME effect and those based on the ΔE effect. A passive ME 
resonator can produce an output voltage in response to an AC 
magnetic field, a process that is amplified by a few orders of 
magnitude when the field frequency matches the mechanical 
resonance frequency of the composite structure.[15] Due to 
this amplification, the detection limit of such sensors can be 
impressive, down to 400 fT Hz-1/2,[16,17] but only within a small 
frequency range around the sensor’s resonance frequency. For 
many applications, however, good detection capability over a 
wider range of magnetic field frequencies, including—and 
especially—at low frequencies and DC, is desired. But due to 
the inverse relationship between resonance frequency and size, 
these ME sensors are difficult to optimize for low field frequen-
cies, where they show strongly degraded detection limits.[16,17]

On the other hand, the ΔE effect[18,19] is the property of mag-
netic materials in which the Young’s modulus changes nonlin-
early as a function of magnetic field, which may be DC or AC. 
This can be utilized as a sensing mechanism by monitoring the 
magnetic field-induced change in output signal from a driven 
resonator, caused by a shift in resonance frequency. An early 
example of a magnetometer operating on this principle is the 
microcantilever developed by Osiander et al.,[20] and numerous 
other devices have been put forward since then.[8,21–24] Such a 
detection scheme does not require matching the frequencies 
of the magnetic field and the resonator, giving the freedom to 
scale down the sensor dimensions; thus, the NEMS magnetom-
eters in this work feature a resonator plate typically hundreds 
of nanometers thick and on the order of 200 × 100 µm across. 
Such a small form factor brings advantages of high spatial 
resolution if used in a sensor array, low power consumption, 
and low cost as a result of the fabrication process. In addition, 
these high frequency, ΔE-effect magnetometers demonstrate 
higher signal bandwidths than larger cantilever-based sensors 
operating at lower frequencies.[25] Depending on the design, the 
sensors we have developed resonate within the range of roughly 

100–250 MHz; yet they have proved capable of detecting weak 
DC magnetic fields.[11,12]

Here we present an investigation of the mechanical and 
magnetic properties of the thin-film ME resonator plate, which 
is the main functional element of our ΔE effect-based NEMS 
magnetometer, and how those properties affect the frequency 
response to DC magnetic fields and quality factor Q of the 
sensor. In the course of fabricating and testing these magnetic 
sensors, significant variation in performance was observed 
when comparing ostensibly identical devices. After systematic 
testing, about two orders of magnitude difference in normal-
ized frequency response was found in devices that were fabri-
cated with the same materials, same layer thicknesses, depos-
ited under the same sputtering conditions, and having similar 
or identical sensor geometry. Better understanding of the 
phenomena behind these discrepancies could lead to further 
advancements in the detection limit of these magnetometers.

First, we implemented an optical method to quantify the cur-
vature of the resonator plate and studied the correlation between 
this parameter and the achievable frequency shift, in response 
to DC magnetic fields, in an ensemble of sensors with eight dif-
ferent designs. The laminated ME composites in these sensors 
were made up of piezoelectric AlN and amorphous FeGaB as 
the magnetic material. We repeated a similar investigation but 
introduced varying thicknesses of the magnetic material and 
also switched to FeGaC in some cases. Q was measured in all 
the sensors in both batches. To study the physics connecting 
resonator curvature to sensor performance, we performed mag-
neto-optical Kerr effect (MOKE) imaging of magnetic domains 
and conducted simulations and modeling of the stress distribu-
tion and its influence on the magnetic easy axis orientation and 
on the effective magnetic anisotropy energy density. The mod-
eling results predict a nonlinear variation of magnetization ori-
entation as a function of depth within the magnetic layer. Based 
on the distribution of resonator plate curvature among the sen-
sors, we identified trends in the calculated averages of magnetic 
anisotropy orientation and energy. These trends were then used 
to inform the application of a simple magnetic domain-phase 
model of the ΔE effect to the ensemble of experimental data. A 
good fit was obtained from the model, and the experimentally 
observed behavior is explained.

2. Results and Discussion

ΔE effect-based NEMS magnetic field sensors, microfabricated 
on 4” Si wafers, were characterized in this study. There were 
eight sensor design variations, all consisting of rectangular nano-
plate resonators—on the order of 200 × 100  µm across—sus-
pended in air by two anchors and made up of ME thin films, 
with interdigital electrodes (IDE) on the bottom of the plate 
(Figure 1). The variations on this core arrangement included dif-
ferent numbers of IDE “fingers,” resulting in different resonance 
frequencies fr, and different dimensions of resonator plate and 
anchors (Table  1). The eight designs were subdivided into four 
pairs so that only the width of anchors was different between the 
two members of each pair, with everything else the same.

The microfabrication process consisted of photolithog-
raphy for patterning the device structures and sputtering for 
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depositing all constituent materials. In Investigation 1, the thin 
film layers were kept constant (same thickness and composi-
tion) for all devices, with three major components: a 50  nm 
thick IDE made of Pt on the bottom, followed by a 250 nm pie-
zoelectric layer of AlN, and ≈300 nm of magnetic FeGaB/Al2O3 
multilayers on top. Thin spacer layers of Al2O3 were deposited 
between magnetic layers in order to limit losses that would arise 

from eddy currents. The magnetic layers added up to 250 nm of 
the total thickness, and were composed of (Fe80Ga20)88B12 at%, 
which has been shown to give amorphous films with small  
coercivity and FMR linewidth[26] (<0.1, 2 mT, respectively). 
The specific FeGaB/Al2O3 multilayer stack used here has been 
recently demonstrated to exhibit a high saturation magnetostric-
tion constant of 75 ppm and a ΔE of 130 GPa[27] in as-deposited 

Figure 1. Left: schematic of the magnetoelectric sensor components (top) and of a completed sensor with magnetic DC field applied during testing 
(bottom). Right: qualitative illustration of the electromechanical standing wave that is induced by an AC voltage driving signal, as simulated in COMSOL 
Multiphysics. A simplified construction of the sensor is used in both the component schematic and the simulation, in which the materials overlying the 
interdigital electrodes are made flat; in reality, these materials are sputter-deposited both on top of, and in between, the electrodes, resulting in an undu-
lating shape that follows the electrode contours. Piezoelectric AlN is excited into its d31 mode by the AC voltage applied through the interdigital electrodes, 
causing contour-mode vibrations of the resonator plate. The model structure used for the simulation represents the design of sensor ID 1 in Table 1.

Table 1. NEMS magnetoelectric sensor design parameters, Investigation 1.

Sensor ID Lateral dimensions (µm) Number of fingers Anchor length 
(µm)

Anchor width 
(µm)

Avg. fr (MHz) AlN thickness 
(nm)

FeGaB thickness 
(nm)

IDE thickness  
(nm)

1 199 × 105 7 25 15 224.4 250 250 50

2 30 224.4

3 145 × 70 5 20 7 245.8

4 14 245.6

5 200 × 60 3 10 10 172.4

6 17 171.9

7 200 × 75 3 20 10 136.8

8 25 137.1
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state (no annealing). In Investigation 2, the magnetic material 
was varied both in thickness and in composition: 250, 500, and 
1000 nm of total thickness was used, with FeGaC used for some 
sensors and FeGaB for others. FeGaC ((Fe80Ga20)89C11 at%)  
was introduced because recent results showed a potentially 
improved ΔE effect[28] compared to FeGaB. Each batch of 
 sensors used in Investigation 1 and Investigation 2 was fabri-
cated on a separate Si wafer.

By virtue of the piezoelectricity of AlN, and the particulars 
of the IDE layout, the sensors can be driven in contour-mode 
vibrations by supplying an AC electric signal through the 
IDE, thereby activating the d31 vibrational mode[29] in the AlN. 
Figure 1 (right) provides a qualitative illustration of the induced 
electromechanical wave, obtained from COMSOL Multiphysics 
for a sensor of design ID 1. The mechanical resonance fre-
quency of the resonator can be approximated by[30]

1
2

0
0

eq

eq

f
w

E

ρ
=  (1)

where w0 is the pitch (separation) of the IDE fingers, Eeq is the 
equivalent Young’s modulus, and ρeq is the equivalent den-
sity of the composite resonator. This expression was accurate 

to within ≈8% of the resonance frequency measured, with no 
magnetic field applied. (Modulus and density values for the 
constituent materials are listed in the Experimental section.)

In the course of fabrication, every device (for both Investi-
gation 1 and Investigation 2) was subjected to a widthwise in 
situ magnetic field during sputter-deposition of the magnetic 
material with the objective of setting the material’s magnetic 
easy axis along the width of the resonator (perpendicular to the 
IDE fingers). During testing, a DC magnetic field was applied 
along the length of the resonator, or parallel to the IDE fingers 
(Figure  1, bottom left). This causes the average magnetization 
to change and the magnetostrictive layers to undergo a change 
in Young’s modulus (ΔE effect); consequently, a change in reso-
nance frequency can be observed in the sensor as a whole.

2.1. Resonator Plate Curvature and Sensor Frequency Response

At the end of fabrication, but before performance testing, the 
suspended resonator plates were imaged by an optical pro-
filometer (Figure  2b–d), whereby quantitative, 3D profiles of 
the resonator surfaces could be obtained thanks to the metallic 
and reflective top material layer. To quantify the resonator plate 

Figure 2. Example of a magnetoelectric nanoplate resonator and analysis of its curvature using an optical profilometer. The vertical scale in the pro-
filometer output is exaggerated. a) Scanning electron micrograph of a resonator (ID 2 in Table 1) suspended above a chemically etched trench. The 
outline of the interdigital electrode fingers is faintly visible. b) A 3D profile of the resonator surface obtained by an optical profilometer. The field of view 
was too small to capture the full resonator in that magnification, so only 140 µm of length is visible, with the view window approximately centered on 
the resonator. c) A top-down view of the same image, with a line drawn across it to generate a cross-section slice of the surface profile. d) The cross-
section slice spans the width of the resonator plate. The surface topography is more evident, and the outlines of seven electrode fingers, forming the 
bottom layer, are visible. Parameters y and z are obtained from this measurement, and z in this particular case is 1.56 µm. e) The cross-section of the 
resonator plate surface is modeled as a circular arc, and R is calculated numerically using the known value of S and the obtained value of z.
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deformation, we performed line scans of each resonator sur-
face across its width, approximately centered midway between 
the anchors (Figure 2c,d). We then modeled this surface cross-
section as a circular arc (Figure  2e) and calculated the curva-
ture κ (= 1/R) so as to normalize the deformation between 
devices of different widths. Concave-shaped resonators (such as 
in Figure  2) were assigned κ > 0,  while any convex resonator 
plates were given κ < 0.

The  sensor performance was tested by sweeping the fre-
quency of the driving AC electric signal while applying a DC 
magnetic field lengthwise to the sensor. The DC magnetic field 
was incrementally increased from zero to over 10 mT, with 
frequency sweeps performed at each DC field value. The reso-
nance frequency fr for each DC field was recorded, and a total 
frequency response for a given sensor was quantified by

/ % 100r r,min
r,max r,min

r,min

f f
f f

f
( )∆ = − ×  (2)

Often, fr initially decreased with applied magnetic field and 
then increased again, which is consistent with trends observed 
in studies on the ΔE effect.[31–35] But this was not always the 
case, as many sensors did not really exhibit an initial dip in fre-
quency. Reasons for this will be presented in Section 2.3. In all 
cases, however, the maximum observed frequency (fr,max) was 
higher than fr at zero field. (A sample of fr(H) curves is available 
in Supporting Information).

2.1.1. Investigation 1: Material Layers Kept Constant in All Sensors

It was found that significant variation in resonator plate curva-
ture κ occurred between the sensor devices. This was the case 
even though, in the first investigation, all the sensors had the 
same layer composition and were fabricated on the same Si 
wafer, and the geometry of resonator plate and IDE were either 
identical or similar. It became apparent that this curvature—
which is a manifestation of residual stress—was a dominant 

predictor of sensor performance, superseding the effects of the 
eight design variations that are listed in Table  1. Illustrated in 
Figure  3a, lower Δfr/fr,min is strongly correlated with higher κ 
(less flat resonator plate). The trend declines rapidly and nonlin-
early and results in large variation in sensor performance: two 
orders of magnitude separate devices with the highest and lowest 
Δfr/fr,min. An exponential decay curve was fitted here (details avail-
able in Experimental section) simply to highlight the trend, but 
a fit based on modeled magnetic behavior will be shown later in 
this work (Figure 10). As detailed further in Section 2.3., the cur-
vature is an outward indicator, but the underlying influence on 
magnetic behavior of the sensors is ultimately caused by stress.

One of the devices with design 1 (see Table  1) had the best 
performance, and its fr(H) curve is illustrated in Figure  3b. 
From fr,min, occurring at 0.88 mT, to fr,max, the Δfr was 3.22 MHz, 
with Δfr/fr,min of 1.4%. For applications, the more important 
parameter is sensitivity, and maximum sensitivity occurs at 
0.6 mT, with |dfr/dH| of about 5 Hz nT -1. As far as we know, 
this is the highest sensitivity achieved in any magnetometer 
that involves a frequency shift in its working principle.

Furthermore, we quantified the degree to which the reso-
nator plate curvature—and with it, sensor performance—could 
be modified by two processes after fabrication was complete. 
One procedure, which produced very substantial changes in 
the resonator attributes, was magnetic annealing (Figure 4a). A 
set of eight sensors, after initial performance tests, was subse-
quently annealed in vacuum at 280 °C, with ≈150 mT applied 
along the width of the resonator (same orientation as when the 
magnetic films were deposited). Annealing has been shown to 
elicit improved magnetostrictive properties in FeGaB multilayer 
films,[27] which could help to improve the frequency response 
of the sensors. However, when the devices were characterized 
again, they showed significantly increased κ (factor of 2 or 
more), and Δfr/fr,min was also reduced in all sensors—over an 
order of magnitude in some cases.

A secondary way to affect the resonator’s initial physical 
state, with less drastic outcomes, was also found: using an 
elevated voltage amplitude of the AC electric signal that drives 

Figure 3. a) Compilation of performance results for all the magnetoelectric sensors that were microfabricated and characterized from a single 4” Si 
wafer in Investigation 1. Each sensor device is one of eight possible designs but with identical material layers, as summarized in Table 1, and designated 
by data point shape. Multiple copies of each design were made and characterized, with strongly varying outcomes in resonator plate curvature and 
response to magnetic fields. The total frequency response of each sensor to DC magnetic fields ranging from 0 to ≈14 mT is quantified as Δfr/fr,min. It is 
plotted against the resonator plate curvature determined by optical profilometer measurements. A strong correlation is evident, with a decaying expo-
nential function fit included to highlight the trend. b) The frequency response curve of the best performing sensor. A difference of 3.22 MHz between 
maximum and minimum frequencies was observed, giving Δfr/fr,min of 1.4 %. Maximum sensitivity, |dfr/dH|, was about 5 Hz nT-1 at 0.6 mT DC bias field.
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the resonator’s contour-mode vibrations. After initial testing of 
another set of eight sensors (not the same as the annealed set), 
these devices were subjected to multiple rounds of testing at 

150  mV of AC amplitude. Figure  4b compares the early state 
of devices to their later state, after approximately 2–5 trials 
of such testing (some devices were tested more than others), 
and reveals an increased κ for all eight devices–with a corre-
sponding drop in Δfr/fr,min.

In addition, the characteristics of the fr(H) curve were also 
modified when the shape of the resonator plate changed. 
Figure 4c illustrates the same device as in Figure 3b after being 
tested for the fourth time at 150 mV driving voltage. The fr(H) 
no longer exhibits a large, steep drop to a local minimum; 
instead, there is just a slight dip, and the rise to saturation also 
covers a smaller range of only ≈1  MHz. Hence, we observe a 
reduced maximum sensitivity of |dfr/dH| < 1 Hz nT-1, as well as 
a different combination of parameters (DC bias field and excita-
tion frequency) corresponding to this sensitivity maximum. We 
have since found that a driving voltage of <70  mV under this 
setup appears to be safe for avoiding this phenomenon (data 
not shown).

In both of the outlined processes, either annealing or use 
of high driving voltage, increased κ correlated directly with a 
reduced frequency response of the sensors. This reinforces the 
evidence that the physical effects associated with the curva-
ture parameter have a deterministic influence on the ΔE-effect 
behavior of the magnetic material. Clearly, the curvature is a 
manifestation of residual stresses that accumulate in the thin 
films during fabrication and equilibrate after the release of the 
resonator from the substrate. Furthermore, it is unsurprising 
that residual stress may vary across a wafer in sputtered films, 
as evidenced by studies that have quantified stress variations 
in AlN across wafers.[36–38] We do not know the degree to 
which such wafer location-based stress nonuniformity in the 
AlN film, compared to the subsequent chip-by-chip depo-
sition of the magnetic multilayer, contributes to causing 
residual stress differences between the completed sensor 
devices. One way or another, the stress nonuniformities evi-
dently led to significant variation in the performance of these  
magnetometers.

Of the two mechanisms, annealing caused a much stronger 
change in the relative stress between the layers. Specifically, 
the significant increase in κ after annealing implies that the 
stress on the magnetic film became more tensile.[33,39,40] Hence, 
annealing with the parameters used here could be utilized to 
relax the stress in the magnetic layers if the resonator plates 
have κ < 0  after fabrication, and thereby improve the sensor 
frequency response. But there is an opportunity to study the 
annealing method further to see if different process parameters 
can tune the stress in the other direction[41] so as to achieve per-
formance improvement for sensors with κ > 0 as well. Further 
investigation is also necessary to fully understand the effect 
generated by high-voltage driving amplitude.

2.1.2. Investigation 2: Varying Thickness and Composition  
of Magnetic Layer

In the second investigation, another batch of magnetometers 
was fabricated on a new Si wafer using the same lithographic 
masks, so the produced ME sensors had the same layouts in the 
lateral dimensions. However, new parameters were introduced  

Figure 4. It was found that the resonator curvature and sensor perfor-
mance could be affected after fabrication had been completed. a) One 
set of sensors was characterized and then annealed with a strong mag-
netic field applied in the same way as during original fabrication. After 
annealing, the sensors featured considerably more curved resonators than 
before, with a much-reduced Δfr/fr,min. b) A similar but much smaller effect 
was also demonstrated by using an elevated amplitude of the driving AC 
electric signal. After testing a set of eight sensors with a driving signal of 
150 mV amplitude, the degree of resonator warping was remeasured and 
the sensor performance retested, with results indicating increased curva-
ture and decreased total frequency response. c) In addition to changes in 
Δfr/fr,min, the shape of the response curve fr(H) was also affected. Perfor-
mance of the same device as in Figure 3b is shown here, at a later time, 
after it was tested for the fourth time at 150 mV driving AC voltage.
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by varying the total thickness of the magnetic material—from 
250  nm up to 1  µm—and also its composition: in addition to 
the same FeGaB films, FeGaC ((Fe80Ga20)89C11 at%) was also 
used to test for an improved ΔE effect.[28] The sensors were ana-
lyzed and tested in the same way as previously.

Several aspects of the results, presented in Figure 5, stand 
out. In aggregate, flatter resonators had greater total frequency 
response, Δfr/fr,min, as before, and again the frequency response 
decreases very rapidly as the curvature κ increases. Because 
the material thickness and composition are no longer kept 
constant, however, curve fitting was not done here. Inspecting 
the subsets of the data, it can be seen that thicker films 
generally result in a less-curved resonator plate. Also, there is 
reduced scatter in κ in the thickest sensors (1 µm FeGaC). At 
the same time, the scatter along the y-axis of the plot seems 
to increase as the magnetic film thickness increases. These 
aspects of the data subsets may be interconnected. Intui-
tively, greater flexural forces are required to attain the same 
curvature in a thicker plate, all else being equal. Therefore, κ 
being a proxy for stress, a given distribution in residual stress 
should translate to a narrower distribution in κ in the thicker 
resonators compared to the thinner ones. However, it is the 
stress that influences the magnetic properties, not κ directly; 
so, thicker magnetic films should result in greater change in 
magnetic properties (here Δfr/fr,min) for every unit of change 
in κ. There may also be other effects at play in adding to the 
scatter in Δfr/fr,min performance. Also of note is that there 
seems to be no significant difference in the potency of the ΔE 
effect between FeGaB and FeGaC, since the cluster of points at 
around 1 mm-1 of κ, with 500 nm of magnetic layer thickness, 
have similar Δfr/fr,min for either material. A recent study[28] sug-
gested that FeGaC has superior ΔE effect at higher thickness, 
but these results do not support that.

Based on Equation  1, it may be expected that thicker mag-
netic material—that is, larger magnetic volume frac-
tion—would produce a bigger change in equivalent Young’s 

modulus (Eeq) of the resonator and in turn a larger frequency 
response, Δfr/fr,min. Qualitatively, this is somewhat supported 
by the results, as the highest Δfr/fr,min performance from a 
sensor with 1  µm thick magnetic layer is higher than that of 
any sensor in Figure 3a. However, this improvement is smaller 
than Equation 1 predicts: given some Δfr/fr,min for a sensor with 
250  nm of magnetic material, and then assuming the same 
ΔE effect for 1000 nm of magnetic films, the expected Δfr/fr,min 
would be ≈80% higher than for 250  nm. That is, Δfr/fr,min 
should reach to >2%. With a larger magnetic volume fraction, 
changes in the magnetic properties may appear that Equation 1 
does not account for, such as changes in domain configurations 
and demagnetizing field.

2.2. Quality Factor

Another property of the magnetometers that was examined is 
the resonator quality factor. Figure  6a,b shows a compilation 
of quality factor data for the same sets of sensors that were 
evaluated for frequency response in Investigation 1 and Inves-
tigation 2. These measurements were performed separately, 
following the completion of the Δfr/fr,min tests. No magnetic 
field was applied, and a network analyzer was used to collect 
the data. We can conclude that, generally, there appears to be 
a tradeoff between larger Δfr/fr,min and Q. On the other hand, 
there can be a high amount of inconsistency in Q results, with 
the 500  nm FeGaC category showing especially high scatter. 
On a basic level, the trend of declining Q can be understood 
as a consequence of greater energy loss (damping) in the mag-
netic material than in the nonmagnetic part of the resonator. 
When Δfr/fr,min is large (large ΔE effect), the magnetization 
is more susceptible to the oscillating stress induced by the 
driving voltage. The magnetization and magnetic domains then 
undergo larger oscillations that lead to greater energy dissipa-
tion.[42,43] The total Q can therefore be expected to asymptoti-
cally approach a minimum at which this magnetic damping is 
maximized and corresponds to the highest achievable Δfr/fr,min 
in these magnetometers.

From its basic definition, Q can be written as

2 rQ
fπ

γ
=  (3)

where γ, the damping constant, contains the terms for total 
energy and power loss. As a rudimentary model, we can 
split the damping into a sum of two parts: the contribution 
from the nonmagnetic portion of the resonator (IDE and AlN), 
and the contribution from the magnetic layers. As an idealiza-
tion, we assume that the variations in damping between the 
same type of sensors are entirely due to differences in magnetic 
behavior, so the nonmagnetic properties are constant. This 
assumes that the microfabrication can be performed with con-
sistent outcomes. The magnetic contribution would need to go 
to zero in the case of a sensor where the ΔE effect is very low 
and should have an upper limit when the highest frequency 
response is achieved. The simplest way to represent this may 
be the following:

Figure 5. Another investigation of frequency response was conducted 
with a second batch of magnetometers. For comparison, the span of the 
x-axis was scaled to match that of Figure  3a, and the same data point 
shapes are retained to indicate the eight sensor designs from Table  1. 
These sensors were made with a varying total thickness of magnetic films, 
and the composition of the magnetic material was also varied: FeGaC was 
tested in addition to FeGaB.
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Here x =  Δfr/fr,min, xmax is the highest Δfr/fr,min that was 
achieved for that type of sensor, and γNM and γM are the 
damping constants for the nonmagnetic and magnetic parts of 
the sensor, respectively, which can be obtained as fitting para-
meters. The fr is known, but this value varies between the dif-
ferent sensor designs, so this simple model cannot be fitted to 
the full ensemble of sensor data in Figure 6a,b.

Two subsets of data from the full dataset of Figure  6a are 
presented in Figure 6c,d: sensor design pairs 3 and 4, and 7 and 
8 (see Table  1). Within each pair, the only difference between 
the two sensor types is different anchor width, which generally 
had minimal impact on performance characteristics, and the fr 
(at zero field) in each subset of sensors was constant to within 
6%. The expression from Equation 4 was fitted to each subset, 
and the results are given in Table 2, showing that the magnetic 
damping constant thus derived is larger than the nonmagnetic 
constant by at least a factor of two.

2.3. Magnetic Properties and the ΔE Effect

The possibility of observing changes in the output signal 
from a ΔE effect-based magnetoelectric sensor, in response to 
changing DC magnetic fields, is fundamentally made possible 
by the magnetostrictive property of ferromagnetic materials 
(FeGaB and FeGaC have positive magnetostriction[26–28]). When 
the sensor is under test, the resonator plate (including the mag-
netic layer) is in a state of forced, contour-mode electromechan-
ical vibrations actuated by the driving AC voltage. The antinode 
regions of the resonator are undergoing compressive/tensile 
cycles that are superposed on whatever preexisting level of 
residual (static) stress exists within the films.[34] As the sensor 
is exposed to magnetic fields, any magnetization rotation in the 

Table 2. Damping constants obtained from Equation 4.

Sensor ID γNM (108 Hz) γM (108 Hz)

3 & 4 0.027 0.15

7 & 8 0.017 0.041

Figure 6. Q measured (no magnetic field applied) on the same sensors that were tested in Investigation 1 and Investigation 2 and presented in  
Figures 3a and 5, respectively. Stronger frequency response appears to be correlated with a lower Q. a) Q of the set of sensors from Investigation 1, 
with the multilayer structure kept constant. b) Set of sensors from Investigation 2, with varying magnetic material and thickness. c,d) Subsets of the 
data in a) with a simple model used for curve fitting (Equation 4). The model requires a fixed resonance frequency fr, so the full dataset in a) could not 
be used due to different sensors operating at different fr. Instead, two of the four pairs of sensor designs were selected. Within each pair, the sensors 
are identical except for the anchor width (See Table 1), and fr is constant to within 6%. Sensor designs 3 and 4 are presented in c) with average fr of 
246 MHz, and designs 7 and 8 are shown in (d), with average fr of 138 MHz.
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magnetic film induces a magnetostrictive strain λ that adds up 
to the mechanical strain e. This causes an apparent change of 
the elastic modulus—ΔE effect—which in turn affects a shift in 
resonance frequency.[18,44]

During sputter-deposition of the magnetic thin films, an 
in situ magnetic field was applied along every sensor’s width 
(defined as the y-axis) to induce an in plane uniaxial magnetic 
anisotropy. In the analysis to follow, we define this field-induced 
anisotropy together with the film’s shape anisotropy as the 
effective field-induced anisotropy Ku. However, residual stress 
accumulates in sputtered films, and through magnetoelastic 
interactions the stress anisotropy may dominate the magnetic 
anisotropy landscape and the magnetization behavior. This 
is of high relevance, as upon release of the structure, a strain 
develops until a static-equilibrium stress σ and strain ε remain. 
The out-of-plane component uz of the corresponding equilib-
rium displacement vector u is then visible as a curvature, and 
the remaining stress will influence the magnetic properties, if 
it is anisotropic. But the exact behavior and coupling of mag-
netic properties with the observed curvature in such devices are 
not trivial to predict.

2.3.1. MOKE Analysis

The domain state of one of the sensors (a device from Investi-
gation 2, with 500 nm total FeGaB thickness, and design ID 3) 
was imaged using magneto-optical Kerr effect (MOKE) micros-
copy.[45] Example images of the demagnetized state of mag-
netization are displayed in Figure 7a,b together with magnetic 
hysteresis curves in Figure 7c representing the center region—
inside the yellow dashed oval in Figure 7a,b—as well as an area 
at the top edge of the sensor that is outside the oval. Notice-
able are the irregular shape of the domains and the absence of 
closure domains at the edges. The absence of closure domains 
is an indication of a weakly coupled magnetic multilayer 
structure.[46,47]

In Figure  7a,b, the dashed oval identifies an approximate 
center area where coarse domains have formed with magnetiza-
tion oriented lengthwise (defined as the x-axis), indicating that 
the effective easy axis of magnetization is also aligned mostly 
along x. This is further supported by the magnetization loop 

that was recorded in the center region (blue curve in Figure 7c), 
showing typical easy axis behavior. In contrast, the edges and 
corners of the sample (outside the yellow dashed oval) behave 
differently. There the magnetization is not aligned with x; 
rather, the effective magnetic easy axis is aligned mainly along 
y. From the magnetization loop in Figure  7c, the strength of 
the effective anisotropy density in the edge region is estimated 
to be approximately Keff = 4 kJ m-3 (assuming μ0 Ms =  1.4 T), 
which is much higher in magnitude than the estimated 
Ku ≈ 0.8 kJ m-³. (The estimation process for Ku is described in 
Experimental section.) Given the local scope of the hysteresis 
loop measurement, magnetic stray field interactions from other 
regions of the magnetic layer could be contributing to field off-
sets in the hard axis loop. In addition, these stray field inter-
actions could also be a result of magnetic layers of a different 
configuration underneath. In summary, the MOKE analysis 
proves the dominance of spatially varying magnetoelastic ani-
sotropy contributions. Considering the surface sensitivity of the 
MOKE signal and the evidence of magnetic multilayer behavior 
in the layer stack, the magnetization and anisotropy distribu-
tion in the buried magnetic layers cannot be easily determined. 
Modeling can give more insight on this and help explain the 
magnetoelastic influence on the sensor response.

2.3.2. Magnetomechanical Model

For that, we have performed mechanical finite-element-
method (FEM) simulations to explain the observed correlation 
between the sensors’ frequency response and curvature κ of 
the resonator plates. The sensors were simulated in COMSOL 
Multiphysics (v. 5.4) using a simplified geometry with flat mate-
rial layers (without the undulations visible in Figure  2d) and 
without the thin nonmagnetic spacer layers in the magnetic 
multilayer. The release process is modeled by setting an ini-
tial homogeneous plane stress σ0 for the FeGaB layer and zero 
stress for the AlN layer while the simulated resonator plate is 
flat. In this case, the deformation of the resonator after release 
is determined mainly by the difference in stress between the 
layers before release, so these initial values represent that 
difference of mean stresses between the two layers. A linear 
static study is then performed (allowing the plate to deform) to 

Figure 7. a,b) Magnetic domain images obtained using the magneto-optical Kerr effect (MOKE), measured on a sensor of type ID 3 (see Table 1) 
from Investigation 2, with 500 nm of total FeGaB thickness. The images show the magnetic state after demagnetizing along the x-axis, and the same 
magnetic state is shown in both but with different orientations of the MOKE sensitivity axis. The contours of the IDE are highlighted with the white 
dotted lines. The yellow dotted lines denote an approximate boundary between regions with differently aligned magnetic anisotropy. c) Corresponding 
magnetization curves for a region inside the yellow boundary and a region on the outside, at the top edge of the resonator plate. Magnetic domain 
images were obtained after degaussing along the x-axis.
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obtain the static equilibrium displacement u, the corresponding 
strain ε, and stress σ. Details about the FEM model are given in 
the Experimental section.

With the equilibrium stress tensor field from the FEM 
model, the magnetoelastic enthalpy density of a given magneti-
zation field can be obtained by[48] (using tensor notation)

1
2

1
2

me
1 1 1h b C b b C Cij ijkl kl ij ijkl kl ij ijkl klσ σ σ= − −− − −  (5)

In this expression 1Cijkl
−  are the components of the isotropic 

inverse mechanical stiffness tensor, σij are the components of 
the mechanical stress tensor, and bij are the components of the 
magnetoelastic stress tensor. In the case of isotropic magne-
toelastic coupling, bij is given in quadratic approximation by[49]

λ ( )= = = − −with
3

2
1 s 1111 1122b B m m B B C Ckl ijkl i j ijkl  (6)

Given that λs = 75 ppm, C1111 = 289.4 GPa, and C1122 = 124 GPa 
(from Em  = 215  GPa and Poisson’s ratio v = 0.3), the magne-
toelastic coupling constant of FeGaB is approximately B1  = 
-18.6  MPa. The components of the reduced magnetization 
vector m are given by mi = cos(αi), with the magnetization ori-
entation angle αi relative to the ith coordinate axis. Due to the 
assumption of a large out-of-plane demagnetization factor that 
keeps the magnetization in-plane, we assume m3 = 0. By this, 
we are neglecting any domain wall and edge effects. The mag-
netoelastic anisotropy energy density Kσ = max(hme) - min(hme) 
is obtained from the minimum and maximum of hme as a func-
tion of αi, and the stress-induced easy axis angle φσ corresponds 
to the α1 that minimized hme.

2.3.3. Magnetomechanical Model Results

The mechanical model constructed in COMSOL was fitted to 
the profilometer-obtained surface profile of the sensor that 

was also imaged by MOKE (Figure  7), from Investigation 2, 
and to the surface profiles of six other sensors from Investi-
gation 1 (250 nm total FeGaB), all having designs 3 or 4 from 
Table 1. Together, this subset of seven sensors spans essentially 
the same range of κ values as the full ensemble of sensors  
in Figure 3a. For the MOKE-imaged device, initial stress com-
ponents were tuned until a good match was obtained with 
σ0,11 = 45 MPa, σ0,22 = 75 MPa, and σ0,12 = 5 MPa, which is in the 
range of stress that may be expected for sputtered films.[36,38,50] 
The z-component of the displacement vector field, after letting 
the initial stress go to equilibrium, is shown in comparison 
with the measured profile in Figure 8a, and it can be seen that 
measurement and simulation match very well. The displace-
ment is asymmetric relative to the xy-coordinate axes, which 
is caused by the nonzero in-plane shear component σ12 of the 
equilibrium stress. The nonzero equilibrium stress compo-
nents are plotted as a function of the z-position for the center of 
the plate in Figure 8b, and they show a clear stress anisotropy 
that varies linearly with z, except for the abrupt change at the 
material interface. Because of the large ratio of magnetic layer 
thickness to AlN layer thickness, an approximate neutral axis 
is present at z ≈ 300 nm in the FeGaB layer, where the signs of 
the three stress components change (although the components 
do not cross zero at precisely the same location). This pattern of 
the stress components as a function of z is qualitatively in line 
with expectations based on analytical calculations of a similar 
case.[51] Hence, at the surface Δσ  σ11 - σ22 > 0, whereas Δσ < 
0 in the rest of the FeGaB layer, with values up to |Δσ| ≈ 30 MPa 
and shear components σ12 < 6 MPa. Compared to σ11 and σ22, 
the value of σ12 is small, but its effect can still be clearly seen as 
a twist of the plate.

Whether this stress distribution significantly influences the 
magnetization behavior or not depends on whether the mag-
netoelastic anisotropy energy density Kσ is greater than Ku, 
which includes the effects of the y-directional in situ magnetic 
field during film growth as well as the film’s shape anisotropy. 
Indeed, we find this to be the case for most sensors, as we dem-
onstrate below. First, however, we present the magnetoelastic 

Figure 8. a) Comparison of measured and simulated z-displacement of the same sensor that was imaged by MOKE (Figure 7): design ID 3, with 
500 nm of total FeGaB thickness. The simulation featured flat layers in the material stack, so the electrodes on the underside of the resonator are not 
visible in the simulated result. The z-displacement scale in the measured result covers a wider range because the profilometer is detecting the edge of 
the underlying AlN layer, and due to automatic scale settings in the profilometer software, whereas the scale for the simulated result spans only the 
range of the surface topography. Coordinate axes relative to the resonator plate are defined by the schematic with the xy-axes. All angles are defined 
as relative to the x-axis, as indicated by the stress-induced easy axis angle φσ. b) In-plane stress components of the simulated resonator plate along a 
z-cutline through the center of the xy-plane.
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effects alone. In Figure  9a, the stress-induced magnetic easy 
axis angle φσ at the surface of the resonator (z  = 500  nm) is 
plotted over the xy-plane. Over the whole plate surface, φσ 
varies mainly around approximately 9°, whereas larger values 
of up to 16° occur in narrow strips at the very top and bottom 
edges. Close to the anchors, high-stress gradients are present 
that result in local maxima and minima of around 22° and -3°. 
Overall, the average angle φσ across this plane is nearly per-
pendicular to the y-direction that was intended with the in situ 
magnetic field.

A similar pattern is visible in the magnetoelastic anisotropy 
energy density Kσ (Figure  9b): again, the extreme values are 
found near the anchors and at the top and bottom plate edges. 
A variation of approximately 1.5 kJ m-³ from highest to lowest 
is confined to a small space around the anchors, and minimum 
values of Kσ  ≈ 1  kJ m-3 exist at the edges. Although the elec-
trodes are on the other side of the plate, they are clearly visible 
in both the φσ and Kσ fields due to their impact on the equilib-
rium stress balance within the material stack.

The values of φσ and Kσ, averaged over the xy-plane, are 
plotted as a function of z in Figure  9c together with the cor-
responding standard deviations. In accordance with the stress 
anisotropy changing with z in Figure 8b, the average angle φσ 
rotates continuously from -80° to about 10° relative to the x-
axis, with a rapid transition around the neutral axis. Around 
the neutral axis, Kσ necessarily has a minimum, but it is not 
exactly zero because the zero transitions of σij components are 
at slightly different z-positions. The thickness dependency of 
the stress results in a volume-mean magnetoelastic anisotropy 
that differs markedly from the properties of the top layer, which 

is the only layer that can be directly compared with the MOKE 
observations.

Crucially, Kσ reaches almost 3.5  kJ m-³, and is as high as 
18  kJ m-³ in other sensors (not shown). Such large Kσ values 
occur—despite the small stress anisotropy—due to the large 
saturation magnetostriction λs. By comparison, we estimated 
Ku of just ≈ 0.8 kJ m-3 (detailed in Experimental section). Thus, 
we conclude that the effective anisotropy energy density Keff is 
expected to be dominated by the internal stress field in most 
cases.

The influence of the shear component, σ12, should also be 
noted. Assuming that the bias field-induced uniaxial magnetic 
anisotropy Ku is well aligned to the y-axis, the effective magnetic 
energy minima/maxima would coincide with the xy-axes. The 
principal stress components can then only flip the energetically 
favorable orientation between x and y but cannot rotate these 
energy axes. Shear stress, however, acts to rotate the magnetic 
easy axis to 45°. Hence, despite the small values of σ12 com-
pared to σ11 and σ22, there is still notable rotation, about 10°, 
of the stress-induced magnetic easy axis: φσ switches between 
roughly -80° to 10° instead of -90° to 0°.

The process of fitting the mechanical model to the meas-
ured sensor profile (exemplified in Figure 8a) and finding the 
stress distribution (like Figure  8b) was repeated with another 
six sensors that form a representative subset. (These stress 
distribution results are available in Supporting Information.) 
Likewise, the calculations of φσ and Kσ for the remaining sen-
sors were carried out as above (via Equations 5 and 6), and Keff 
and effective easy axis angle φeff were calculated using Kσ, φσ, 
and a superposed Ku of 0.8 kJ m-³with angle φu. In Figure 9d, 

Figure 9. a–c) Magnetomechanical model results for the same sensor that was analyzed by MOKE (Figure 7). a) Stress-induced magnetic easy axis 
angle at the surface layer (z = 500 nm) of the magnetic film. b) Magnetoelastic anisotropy energy density at the surface layer. c) Mean stress-induced 
easy axis angle and magnetoelastic anisotropy energy density, averaged over the xy-plane, as a function of z-position and the standard deviation of 
each. d) The effective easy axis angle and effective anisotropy energy density are averaged over each xy-plane; these plane averages are then averaged 
to obtain a single volume-averaged φeff and Keff for each sensor. This simulation and modeling process is repeated for six additional sensors with dif-
ferent curvatures κ. φeff is fitted with a power function and Keff with a linear function, both given in the Experimental section.
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the volume-averaged φeff and Keff for each of the seven sensors 
are plotted as a function of the curvature κ. Whereas the mean 
Keff increases linearly with κ up to approximately 12 kJ m-³ at 
κ = 7 mm-1, the mean φeff decreases from approximately 90° 
to around 60° relative to x, as soon as the stress anisotropy Kσ 
is large enough to dominate the effective anisotropy Keff. The 
orientation of around 60° results from the neutral axis being at 
approximately 1/3 of the magnetic layer thickness in the thicker 
sensor (500 nm of FeGaB) from Investigation 2 (Figure 8b) and 
at around 1/4 of the magnetic layer thickness in the other six 
sensors from Investigation 1 (Supporting Information). Because 
the location of the neutral axis is a direct consequence of the 
layer thickness ratios, this condition remains mostly constant 
no matter the value of curvature. However, varying amounts 
of shear stress in the sensors can result in slight variations in 
the mean φeff even with constant magnetic layer thickness. To 
approximate the trends found as a function of κ, the mean φeff 
is fitted with a power function and Keff with a linear function 
(given in the Experimental section). These will be used in the 
domain-phase model in Section 2.3.4.

2.3.4. Magnetoelastic Domain-Phase Model of the ΔE Effect

To describe the sensors’ resonance frequency shift, we consider 
that only a certain magnetic volume fraction v contributes to 
the ΔE effect.[52] The total Young’s modulus E*(H) = vE(H) +  
(1 - v)Em is obtained from modeled E(H) and the value Em at 
fixed magnetization; the resonance frequency can then be cal-
culated using Equation 1, with fr (H) = fr(E*(H)). The magnetic-
field-dependent Young’s modulus E(H) therefore represents 
only the magnetoelastically active volume fraction.

To calculate E(H), we describe the magnetoelastic proper-
ties of the active volume fraction v with a domain-phase model 
based on work by Squire.[53] This model considers two adjacent 
magnetic domain regions that represent the average magnetic 
domain configuration of v. The domains have an effective uni-
axial magnetic anisotropy with energy density Keff and an easy 
axis angle of φeff relative to the axis of applied magnetic field 

and are separated by a movable magnetic domain wall. We find 
the equilibrium configuration of the system by minimizing 
its total enthalpy density numerically. For the calculation, we 
use the fitted functions from Figure  9d for Keff(κ) and φeff(κ). 
The model matches the measurements very well, for v = 8% as 
shown in Figure 10. The small value of v might be caused by 
additional effects that reduce the overall ΔE effect and the fre-
quency shift, leading to an apparent reduction in v. Such effects 
could include damping of moment rotation and wall motion 
due to the high resonance frequency[54,55] as well as stress-
induced relaxation or recrystallization.[56] Especially at the edges 
of the IDEs, the topography of the magnetic layer (which is not 
included in the FEM simulation) influences the magnetostatic 
fields. Furthermore, local non-zero out-of-plane magnetization 
components at the domain walls and edges of the magnetic 
multilayer structure are not considered in the model.

3. Discussion

The results from our magnetomechanical model are largely 
in agreement with the general trends observed in the sensors’ 
fr(H) curves as well as the magnetization behavior observed via 
MOKE (Figure  7). Many of the sensors exhibited fr(H) curves 
that looked similar to Figure 4c, without an obvious drop to a 
local minimum as in Figure  3b (sample set available in Sup-
porting Information). This aligns moderately well with ΔE-
effect behavior modeled by Squire[53] for when magnetization is 
at 60° relative to the applied field.

In the MOKE results, the magnetic domain images in the 
center of the sample correlate with the model’s predictions for 
the stress-induced magnetic easy axis orientation at the sen-
sor’s surface (Figure  9a). In both model and measurements, 
the easy axis is close to the x-axis, confirming the dominant 
role of stress-induced anisotropy in the overall magnetization 
behavior. That is to say, the effective magnetic anisotropy 
Keff is dominated by the internal stress field. Despite similar 
trends in how the modeled and MOKE-observed magnetic ani-
sotropy varies across the xy-plane, discrepancies exist in the 
easy axis alignment within the edge regions. This might be 
due to stray field effects that are not included in the magne-
toelastic model. Other reasons could include inaccuracies in 
matching the mechanical model to the shape of the resonator 
plate and the assumption of homogeneous initial plane stress 
values in the films, which are known to vary inhomogene-
ously with thickness in sputtered films.[57] Yet, the variation 
of magnetic anisotropy with thickness, not accessible by other 
means, as well as the general behavior, can be identified from 
the modeling.

Despite simplifications, the overall trend of Δfr/fr,min(κ) is 
reproduced very well by the domain-phase model. Accordingly, 
we conclude that the rapid decay of Δfr/fr,min is caused by stress-
induced magnetic anisotropy that dominates the magnetic 
behavior for not-too-small κ. The mechanical model shows that 
a strong inhomogeneity of stress, as a function of z, is present 
in the magnetic layer after the resonator is released. As a result, 
the neutral axis is found to be within the magnetic layer, which 
is a direct consequence of the large magnetic volume fraction. 
This causes a significant change of Δσ ( σ11 - σ22) within the 

Figure 10. Two-domain magnetic model fitted to the experimental results 
shown previously in Figure 3a. The model relied on the fitted functions 
φeff(κ) for the mean easy axis rotation, Keff(κ) for the effective anisotropy 
energy density, and a fixed volume fraction v = 8% to convert predicted 
Young’s modulus E(H) to Δfr/fr,min.
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magnetic material: the deeper fraction of the layer has Δσ < 0, 
where the tensile stress along y is stronger than along x, but 
in the upper fraction of the material, Δσ  > 0, with a stronger 
compressive stress along y. Thus, the stress anisotropy tends 
to align the magnetic easy axis along y in the deeper portion of 
the magnetic material but along x in the upper portion. (This 
would be reversed for negatively magnetostrictive materials.) 
For very small curvature κ, the stress is small enough that the 
field-induced anisotropy Ku is larger than the stress anisotropy 
Kσ. In that case, mostly uniform magnetization along the y-axis 
of the sensor can still be achieved, as exemplified by the two 
outliers in Figure 9d, with nearly 90° φeff orientation. In most of 
the sensors, however, the mean easy axis rotates over the mag-
netic film thickness in accordance with the Δσ sign change, 
thereby reducing the achievable ΔE effect. It also explains how, 
after a certain κ, the volume-mean easy axis orientation remains 
largely stable even as κ increases, since the location of the neu-
tral axis stays essentially constant. Consequently, the magnetic 
material volume is always divided into parts with mostly length-
wise and mostly widthwise easy axis alignment, and the volume 
ratio of these parts is largely invariant.

If the thickness ratio of magnetic to nonmagnetic materials 
were reduced, the neutral axis would move closer to the sur-
face and at some point disappear. This can be seen in how this 
axis is closer to the surface in the six sensors with 250 nm of 
FeGaB (Supporting Information) compared to the one sensor 
with 500 nm of FeGaB in Figure 8b. The smaller the fraction 
of the magnetic material with Δσ  > 0, the less material there 
is with the φeff flipped to align lengthwise along the resonator 
instead of the intended widthwise alignment. With further sim-
ulations (not shown), in which the FeGaB thickness was varied, 
we have determined that the neutral axis within the magnetic 
layer disappears when the ratio of FeGaB-to-AlN thicknesses is 
about 0.6. Thus, if there is enough residual stress that Kσ > Ku, 
any FeGaB that takes the thickness ratio above 0.6 is essentially 
wasted, since the magnetization orientation there is not aligned 
as intended and does not meaningfully contribute to the ΔE 
effect. But, if Kσ  < Ku (residual stress is very low), all of the 
magnetic material contributes to the ΔE effect at any thickness. 
However, magnetization alignment is not the only issue; the 
mean Keff increases with increasing stress and κ (Figure  9d), 
and this trend also has a strong negative influence on the ΔE 
effect and, in turn, the sensors’ Δfr/fr,min performance. Thus, 
keeping the magnitude of residual stress very small would still 
be the best solution, assuming it is technologically achievable, 
if maximized ΔE effect is desired.

In summary, we show that a large ratio of magnetic layer 
thickness to nonmagnetic layer thickness is not necessarily 
beneficial as it can lead to magnetic inhomogeneity, even if 
only small residual stress is present. This suggests an upper 
limit for the magnetic layer thickness—depending on the com-
bination of materials used, and their properties—in magne-
toelastic device applications for which magnetic uniformity is 
the highest priority. Stress effects become increasingly impor-
tant for soft magnetic materials with small induced magnetic 
anisotropy energy density and large magnetoelastic coupling, 
properties which have usually been considered to be desirable 
for high-sensitivity magnetoelastic sensors and devices.[16,58,59] 
For sensors in particular, other than maximizing sensitivity, 

another critical consideration is how to minimize the overall 
intrinsic noise. This invites questions about how the magnetic 
noise depends on the magnetic layer thickness and on the other 
parameters examined in this work, including the stress anisot-
ropy and uniformity (or lack thereof) of magnetization. These 
questions are beyond the scope of this manuscript, but do sug-
gest a path forward for further study.

4. Conclusion

Though the fundamentals of the magnetoelastic relationship 
between stress and magnetization are well known, this work 
provides a quantitative overview of the significance of these 
magnetoelastic interactions in the context of a sensor com-
posed of ME thin films, while also carrying implications for 
the design of other magnetoelastic devices. By attaining an 
adequately large sample size of sensor test results to show 
reliable trends in the data, it was established that just a small 
increase in the residual stress in the magnetic film results 
in a sharp decline in the total frequency response and, indi-
rectly, the sensitivity of these contour-mode resonant mag-
netometers. The residual stress manifested outwardly as a 
slight deformation in the resonator plate: the edges were typi-
cally curled in the z-direction by a few % relative to the width 
dimension of the plate, but caused a drop in the frequency 
response by factors of 2 or more. In conjunction with the sim-
ulations that we used to obtain the stress distribution within 
the resonators, we applied a magnetomechanical model to 
show that the magnetization orientation changes throughout 
the thickness of the magnetic films as a result of the stress 
distribution and the large magnetostrictive coefficient λs of 
the magnetic material. This has important ramifications for 
the design and fabrication of such magnetic sensors or other 
magnetoelastic devices. It shows that simply maximizing the 
characteristics that may appear to be desirable—high magne-
tostriction, high magnetic volume fraction, and low induced 
magnetic anisotropy—come at a price. Namely, the magnetic 
material in such a device becomes highly sensitive to small 
amounts of residual stress, resulting in reduced uniformity 
of magnetization. Good uniformity of magnetization orien-
tation across the entire thickness of the magnetic films is 
challenging to achieve in the laminated devices studied here 
because of the neutral axis located within the magnetic film 
and the resulting variation of stress around it. Thus, more 
careful considerations for how to balance the various mag-
netic properties need to be made. One strategy may be to 
actually reduce the magnetic layer thickness relative to the 
piezoelectric phase to achieve better stress uniformity, and in 
turn, better magnetization uniformity.

However, some important details were beyond the scope of 
this study. First and foremost is probably the issue of the origin 
of the in-plane stress anisotropy in these resonator structures, 
which was necessary to achieve a good match between the sim-
ulated resonator plates and the optical measurements. Beyond 
that, there are structural simplifications in the simulated reso-
nator, and not all aspects of the magnetic behavior are captured 
by the magnetic model, such as the effect of domain walls, the 
high resonance frequency, and perhaps other factors. More 
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detailed modeling may be necessary to elucidate the full details 
of the magnetization behavior in these devices.

5. Experimental Section
Production of the RF (radio frequency) contour-mode resonator 
sensors was carried out via a 5 mask photolithography and 
microfabrication process on high-resistivity, undoped 4” Si wafers. This 
fabrication process generally followed the steps reported previously.[11,13] 
Initially, a pattern for the IDE was formed in positive photoresist, and a 
50 nm Pt film was deposited by sputtering; lift-off was used to remove 
the excess film, leaving the completed Pt IDE. A layer of piezoelectric 
AlN, 250  nm thick, was then sputter-deposited by OEM Group, Inc. 
To establish electrical contact with the IDE underneath, vias were wet-
etched in the AlN with phosphoric acid while the second photoresist 
pattern was in place, and Au probing pads were then sputter-deposited 
onto the third lithographic pattern, and again finalized by lift-off. At the 
sites of the etched vias, the Au was deposited directly onto the bottom 
Pt, thereby electrically linking the probing pads and the IDEs. The fourth 
lithography process outlined the resonator plate and anchors, and the 
AlN was etched in an anisotropic dry etch process to give the resonator 
vertical sidewalls. Lithography was performed a fifth time before sputter-
depositing—in the presence of an in situ bias field—a multilayer stack of 
either FeGaB or FeGaC, Al2O3 spacer layers, and an Al capping layer onto 
the resonator plate. The total thickness of magnetic material varied from 
250 nm to 1 µm, and the Al2O3 spacer layers were approximately 5 nm 
thick, interspersed between every 25 nm of magnetic film. The capping 
layer of roughly 10 nm Al served to protect the magnetic material. Typical 
base pressure was around 2 × 10-7 Torr, and an in-plane bias field was 
maintained using hard magnets, with a magnitude of at least 20 mT and 
orientated widthwise relative to the resonator plates. As before, lift-off 
was used afterward. Lastly, the Si substrate was isotropically dry-etched 
to release the sensor by removing the Si underneath the resonator plate, 
leaving it suspended in air by the two anchors.

One of the sensor chips was subjected to magnetic annealing. The 
temperature was ramped up to 280 °C over approximately 30 min in a 
Futek F-3103 furnace. This was maintained for 1 h with 150 mT applied 
along the width of the resonators at a vacuum of 1 × 10-5 Torr.

The fabricated sensors were imaged in several ways. The curvature of 
the resonator plate of every sensor was quantified using a Zygo NewView 
6200 optical profilometer. To find curvature κ, we numerically solved the 
below expression for R:

z
R

S
R

cos 1 0( )+ − =  (7)

S is known from the width of the resonator specified in the 
photolithography mask, while parameters y and z in Figure  2e were 
obtained from the profilometer. Scanning electron microscopy (SEM) 
images were also obtained (Figure 2a) using a Supra 25 SEM. Magnetic 
domain observations in varying magnetic fields were carried out by 
high-resolution magneto-optical Kerr effect (MOKE) microscopy in 
longitudinal mode.[45]

Sensor Δfr/fr,min performance was tested as follows. Each chip with 
sensor devices was positioned on a sample holder in a customized 
probe station. A nonmagnetic ground-signal-ground (GSG) probe, 
made by GGB Industries, was used to probe the Au probing pads of 
the desired sensor and to establish an electrical connection to a high-
frequency lock-in amplifier from Zurich Instruments (model UHFLI). 
As reported in greater detail previously,[13] the lock-in amplifier and a 
ZDC-10-1+ MiniCircuits coupler were used to drive the resonator in a 
frequency sweep and measure the demodulated voltage output so as to 
find the resonance frequency, while the sensor was subjected to a DC 
magnetic field oriented lengthwise, parallel to the IDE. The DC magnetic 
field was provided by an in house-made electromagnet, shaped similar 
to a horseshoe magnet, which was positioned underneath the sample 

holder such that the sensor chip was between the magnet poles in a 
region with good uniformity of magnetic field. A LakeShore Model 425 
Gaussmeter was used to measure the bias DC field, with the Gaussmeter 
probe positioned directly adjacent to the device chip. This DC field was 
typically varied from zero up to roughly 10–15 mT. The fitting function 
applied in Figure  3a is the following: y A e yx t

1
/

0
1= +− . The fitting 

parameters obtained were: A1 = 1.4135; t1 = 0.00124; and y0 = 0.00157.
Quality factor results were collected for all the sensors using an 

Agilent E8364A PNA network analyzer after the Δfr/fr,min tests were 
complete. The same customized probe station was used as for 
Δfr/fr,min measurements, with the electromagnet removed and replaced 
by a nonmagnetic platform, and the same GSG probe was utilized 
for electrical contact with the sensor. Prior to measurements, the 
network analyzer was calibrated using a calibration kit provided by the 
manufacturer of the probes.

Finite element method simulations (FEM) of the sensors, both static 
and dynamic, were done in COMSOL Multiphysics v. 5.4.[60] In the static 
simulations, for investigating stress, designs 3 and 4 from Table  1 were 
used for the final analysis presented in this manuscript; this is because 
these were the only sensors that fit entirely within the field of view of the 
Zygo NewView 6200 optical profilometer at the magnification (50×) that 
was used to obtain accurate measures of the resonator plate curvatures, 
while the other six designs were too long. Using devices of designs 3 
and 4 from multiple chips allowed a full comparison between the imaged 
surfaces and the virtual resonators from the simulations as illustrated in 
Figure 8a. The simulated sensors did not include the surrounding substrate 
and probing electrodes, and the Al2O3 spacer layers and Al capping layer 
were also omitted. The undulating form of all the materials above the Pt 
IDE was simplified as flat. Out of the seven sensors thusly simulated, 
all were from Investigation 1, with one exception: the sensor analyzed by 
MOKE from Figure 7, from Investigation 2, was also included in order to 
compare simulation and MOKE results. Thus, the layers in the simulated 
resonators were 50 nm of Pt, 250 nm of AlN, and 250 nm of FeGaB, with 
one having 500 nm of FeGaB instead (Figure 8). The numbers for Young’s 
moduli used for the layers were 168, 350,[61] and 215 GPa,[13] respectively, 
and for density we used 21.45, 3.20, and 7.33 g cm-3, respectively.

To simulate the release of the resonator plate from the substrate 
and the subsequent deformation due to internal stress, zero initial 
stress was entered for the AlN and Pt layers, but constant intial stress 
values of σ0,xx, σ0,yy and σ0,xy were set for the volume of FeGaB, with all 
other stress tensor components being zero. Under static equilibrium 
condition, the mechanical equation of motion is solved to obtain the 
corresponding equilibrium stress σ = σ0 + C:(ε − ε0) and the equilibrium 
strain ε assuming zero initial strain (ε0 = 0).[60] The mechanical stiffness 
tensor is given by C.

A dynamic simulation was also performed in COMSOL on a structure 
representing Sensor ID 1 in Table  1 to show the electromechanical 
standing wave in the resonator. This was accomplished by a frequency 
domain analysis solving the linear mechanical equation of motion, 
coupled to the electrostatic equations via the piezoelectric constitutive 
relations. For the geometry the same simplifications were used as above, 
but in addition, the Pt IDE was further simplified by not being connected 
to the probing pads through the anchor of the resonator. Boundary 
conditions were established by fixing the rectangular pads connected 
to the resonator by the anchors (Figure  1, top right). These pads 
represent regions of AlN situated directly above the Pt pads, which are 
an extension of the IDE, and these rectangular AlN areas are therefore 
part of the substrate surrounding the resonator.

A rough estimate for Ku was derived from the fr(H) curve in 
Figure  3b. In that sample, the curvature, and hence also Kσ, was very 
small and could therefore be neglected. Ku can then be estimated from 
the anisotropy field magnitude that is approximately at the minimum 

of fr(H): H
K
Mk 2 u

0 sµ= , where μ0 Ms  = 1.4 T. The functions found 

from fitting the mean effective easy axis angle and the mean effective 
anisotropy energy density in Figure  9d are φeff,fit  = (a · xb  + c) rad  
(a = 0.1242; b = - 0.9817; c = 1.021) and Keff,fit  = (p1 · x  + p2) J m–3  
(p1 = 1692; p2 = 54.73) with [x] = κ · mm and [κ] = 1 mm-1.
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98 Chapter 4. Magnetic Sensitivity

4.4 Towards a General Description of Magnetic Sensitivity
The ∆E effect and magnetic sensitivity were discussed in the previous sections for examples of
bending and contour-mode resonators. The analysis focused on the ∆E effect of the Young’s
modulus, which was assumed to be an acceptable approximation for resonance modes where
the alternating stress is mainly uniaxial. This uniaxial approximation has been used frequently
in the last decades [40, 86, 92, 95, 322] to describe the ∆E effect in cantilever resonators based
on amorphous ribbons. Discrepancies between macro-spin simulations and measurements occur
around the anisotropy or switching field, wherein a discontinuity is visible in the simulation and
the ∆E effect is overestimated. In previous studies, this was avoided by introducing distribu-
tions of the effective anisotropy as fitting parameters [92, 95, 322]. If the distributions are not
interpreted as an entirely mathematical feature, they are assumed to reflect the non-ideal mag-
netization behavior and inhomogeneous magnetic properties, which is qualitatively supported
by measurements [91, 392–394]. Yet, the uniaxial approximation has never been tested against
a more complete description of the ∆E effect, wherein all components of the effective mechan-
ical stiffness tensor are considered. Therefore, there is no clarity on the extent to which the
distribution parameters reflect physical inhomogeneity or artifacts introduced by the uniaxial
approximation.

Additionally, a more complete description of the ∆E effect is of general importance for
understanding and estimating the response of resonance modes and geometries where several
components of the stiffness tensor need to be considered. Such cases have rarely been investi-
gated for ∆E-effect sensors; however, they could provide new perspectives for tuning the sensing
characteristics. Torsion modes in cantilever resonators are such an example. A large ∆E effect
has been observed in these resonance modes [110], and this makes them potentially interesting
for increasing magnetic sensitivity.

This section attempts to take a step towards providing a general description of the ∆E effect
and magnetic sensitivity of ∆E-effect magnetometers. Fully tensor-based models of the magnetic
and electric sensitivities are developed and compared with the measurements of bending and
torsion modes to assess the potential of torsion modes for magnetic field sensing.
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Abstract: Magnetoelectric resonators have been studied for the detection of small amplitude and 

low frequency magnetic fields via the delta‐E effect, mainly in fundamental bending or bulk reso‐

nance modes. Here, we present an experimental and  theoretical  investigation of magnetoelectric 

thin‐film cantilevers that can be operated in bending modes (BMs) and torsion modes (TMs) as a 

magnetic field sensor. A magnetoelastic macrospin model is combined with an electromechanical 

finite element model and a general description of the delta‐E effect of all stiffness tensor components 

Cij is derived. Simulations confirm quantitatively that the delta‐E effect of the C66 component has the 

promising potential of significantly increasing the magnetic sensitivity and the maximum normal‐

ized  frequency change  ∆𝑓 . However,  the electrical excitation of TMs remains challenging and  is 

found to significantly diminish the gain in sensitivity. Experiments reveal the dependency of the 

sensitivity and  ∆𝑓   of TMs on the mode number, which differs fundamentally from BMs and is well 

explained by our model. Because the contribution of C11 to the TMs increases with the mode num‐

ber, the first‐order TM yields the highest magnetic sensitivity. Overall, general insights are gained 

for  the design of high‐sensitivity delta‐E effect sensors, as well as  for  frequency  tunable devices 

based on the delta‐E effect. 

Keywords: delta‐E effect; magnetoelectric; magnetoelastic; resonator; torsion mode; bending mode; 

magnetic modeling; MEMS; FEM 

 

1. Introduction 

In recent years, thin‐film magnetoelectric sensors have been studied, frequently en‐

visioning biomedical applications in the future [1,2]. Such applications often require the 

measurement of small amplitude and low frequency magnetic fields [1–3]. With the direct 

magnetoelectric effect, such small detection limits are only obtained at high frequencies 

and in small‐signal bandwidths of a few Hz [2,4]. One way to overcome these limitations 

is by using a modulation  scheme based on  the delta‐E effect. The delta‐E effect  is  the 

change of the effective elastic properties with magnetization due to magnetoelastic cou‐

pling [5–8]. It results from inverse magnetostriction that adds additional stress‐induced 

magnetostrictive strain to the purely elastic Hookean strain. The delta‐E effect can occur 

generally in various elastic moduli and several components of the elastic stiffness tensor 

𝑪  [9,10]. Hence,  it  is sometimes referred to as the delta‐C effect  [11]. Typically, delta‐E 

effect sensors are based on magnetoelectric resonators that are electrically excited via the 

piezoelectric  layer at or close  to  the  resonance  frequency  𝑓 . Upon  the application of a 
magnetic  field,  the magnetization changes and  the delta‐E effect alters  the mechanical 

stiffness tensor of the magnetostrictive  layer. If  the altered stiffness  tensor components 

contribute  to  the  resonance  frequency  of  the  excited mode,  the  resonance  frequency 

changes, which can be read‐out electrically. The delta‐E effect of the Young’s modulus has 
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especially been studied thoroughly in soft magnetic amorphous materials [12–18]. It was 

used for magnetic field sensing with magnetoelectric plate resonators [19–22] and beam 

structures [23–32]. Such resonators are operated in bending or bulk modes and some have 

achieved limits of detection down to the sub‐nT regime at low frequencies. Microelectro‐

mechanical systems (MEMS) cantilever sensors based on the delta‐E effect were recently 

used for the mapping of magnetically labeled cells [33], and have shown promising prop‐

erties for sensor array applications [34]. 

In contrast to the delta‐E effect of the Young’s modulus, the delta‐E effect of the shear 

modulus has been studied less extensively [35] and mainly in amorphous wires [36,37]. It 

has been used for a different kind of delta‐E effect sensors where shear waves, traveling 

through the magnetoelastic material, are influenced by the delta‐E effect. This concept was 

realized with bulk acoustic shear waves in amorphous ribbons [38] and recently with sur‐

face acoustic shear waves in magnetic thin film devices [10,39–42]. Only very few studies 

investigate torsion modes in beam structures [43,44], either with electrostatically actuated 

cantilevers [43] or double‐clamped beams [44]. Both studies are limited to specific config‐

urations of the magnetic system and consider neither the full tensor relations of the me‐

chanics and the delta‐E effect nor higher resonance modes. Until now, a comprehensive 

experimental and theoretical analysis has been missing as well as a discussion of implica‐

tions for the design of delta‐E effect‐based devices.   

2. MEMS Torsion Mode Sensors 

In this study, all measurements and models are made for a microelectromechanical 

system  (MEMS)  technology‐fabricated cantilever with an electrode design  that permits 

the excitation of torsion modes. A sketch including dimensions and layer structure and a 

top‐view photograph of the design are shown  in Figure 1. The approximately  3.1 mm‐

long and 2.15 mm‐wide cantilever consists of a ≈ 2 μm‐thick piezoelectric  layer of AlN 

[45] on a 50 μm‐thick poly‐Si substrate. A 2 μm‐thick amorphous magnetostrictive multi‐

layer is deposited on the rear side. A magnetic field is applied during the deposition to 

induce a magnetic easy axis along the short cantilever axis. For actuation and read‐out, 

three  top electrodes  (𝐸 ,  𝐸   and  𝐸 ) of 100 nm‐thick Au with  lengths  𝐿 𝐿 1 mm 
and  𝐿 0.6 mm  and widths 𝑊 𝑊 0.5 mm  and 𝑊 1 mm  contact the AlN layer 
on the top. The counter electrode (150 nm Pt) covers the whole beam area and is located 

between the AlN layer and the substrate. All measurements are performed with electrode 

𝐸 .  As  a  magnetostrictive  material,  we  use  a  2  μm  multilayer  of  20
100 nm Fe Co Si B   and 6 nm Cr). It is covered by a top Cr‐layer that serves as a 

protection against corrosion. More information about the layer structures and the fabrica‐

tion process can be found elsewhere [27]. In contrast to the sensors in Ref. [27], the sensor 

presented here is significantly wider and the adapted electrode design additionally per‐

mits the excitation of torsion modes. Details on the geometry are given in the appendix. 

 

Figure 1. Delta‐E effect sensor analyzed in this study: (a) schematic top view of the cantilever, with 

three different electrodes  𝐸 ,  𝐸   and  𝐸   of lengths  𝐿 𝐿 1 mm,  𝐿 0.6 mm  and widths 



Sensors 2021, 21, 2022  3  of  18 
 

 

𝑊 𝑊 0.5 mm  and 𝑊 1 mm; (b) schematic side‐view of the cantilever with the thickness of 

the functional layers and the poly‐Si substrate; (c) top‐view photograph of the fabricated structure. 

3. Sensitivity 

3.1. Definition of the Sensitivity 

An important parameter that characterizes a magnetic field sensor is its sensitivity. 

During sensor operation, an alternating voltage is applied to excite the cantilever at  its 

mechanical resonance frequency  𝑓 . Applying a magnetic field, shifts  𝑓   via the delta‐E 
effect and correspondingly the sensor’s admittance characteristic on its frequency axis f. 

Hence,  the magnitude  |𝑌| abs 𝑌   and phase  angle  𝜙 arg 𝑌   of  the  sensor  admit‐

tance  𝑌  depend on the magnetic field. Consequently, the ac magnetic field to be meas‐

ured causes an amplitude modulation  (am) and phase modulation  (pm) of  the current 

through the sensor. Detailed information on the operation and read‐out can be found else‐

where  [46–48]. The  linearized change of  |𝑌|  and 𝜙 with  the magnetic  field can be de‐

scribed by the amplitude sensitivity  𝑆 𝑆 , ∙ 𝑆 ,   and the phase sensitivity  𝑆 𝑆 , ∙
𝑆 ,   [49], respectively. Both sensitivities have a magnetic part  𝑆 ,   that includes the delta‐

E effect and an electric part  𝑆 ,   or  𝑆 , , which can be determined from the admittance. 

We refer to the three sensitivities as relative sensitivities, because they are normalized to 

the excitation frequency  𝑓 𝑓 . The normalization is required to eventually compare the 

electrical and magnetic sensitivities of sensors with different geometries operated at dif‐

ferent  𝑓   or in different resonance modes. Usually a magnetic bias field 𝐻   is applied to 
operate the sensor at optimum conditions. The relative sensitivities are then defined  in 

linear approximation as derivatives [49]: 

𝑆 , ≔
𝜕|𝑌|
𝜕𝑓

,

∙ 𝑓 ;       𝑆 , ≔
∂𝜙
𝜕𝑓 ,

∙ 𝑓 ;        𝑆 , ≔
1
𝑓

𝜕𝑓
𝜕𝜇 𝐻

  ,  (1)

with the magnetic vacuum permeability  𝜇 4𝜋 ∙ 10  N/A². From Equation (1), the rel‐
ative magnetic sensitivity  𝑆 ,   is the linearized and normalized change of the resonance 

frequency  𝑓  with the applied magnetic flux density  𝜇 𝐻.   

3.2. Magnetic Sensitivity of Arbitrary Resonance Modes 

The delta‐E effect is included in the relative magnetic sensitivity  𝑆 ,   because the res‐

onance  frequency  𝑓 𝑓 𝐶   is a  function of  the  stiffness  tensor  components  𝐶 . De‐

pending on the respective resonance mode, different  𝐶   dominate  𝑓   and depending on 
the magnetoelastic properties they might result in non‐zero  𝑆 , . To describe  𝑆 ,  for ar‐
bitrary resonance modes, it can be separated into a purely mechanical part  𝑓 𝜕𝑓 /𝜕𝐶  

that contains the resonance properties of the structure and a purely magnetoelastic part 

𝜕𝐶 /𝜕𝜇 𝐻: 

𝑆 , ≔
1
𝑓

𝜕𝑓
𝜕𝜇 𝐻

1
𝑓
𝜕𝑓
𝜕𝐶

  
𝜕𝐶
𝜕𝜇 𝐻

≔ 𝜕 𝑓 ,  𝜕 𝐶 .  (2)

If treated separately, the factors  𝜕𝑓 /𝜕𝐶   and  𝜕𝐶 /𝜕𝜇 𝐻 must be normalized to re‐

move the dependency on the absolute value of  𝐶   that cancels out in  𝑆 , . We define: 

𝜕 𝑓 , ≔
𝐶
𝑓

𝜕𝑓
𝜕𝐶

 

;       𝜕 𝐶 ≔
1
𝐶

𝜕𝐶
𝜕𝜇 𝐻

.  (3)

From Equation (3), the factor  𝜕 𝑓 ,   represents a normalized measure for the influ‐

ence of the stiffness tensor component  𝐶   on the resonance frequency  𝑓   of the consid‐
ered resonance mode.  It  is a purely mechanical quantity and hence determined by  the 

geometry, the resonance mode, and the effective mechanical properties of the resonator. 

The second factor  𝜕 𝐶 , includes the delta‐E effect and describes the normalized influ‐
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ence of the applied flux density  𝜇 𝐻  on  𝐶 . Hence, the two factors quantify the mechan‐

ical and  the magnetoelastic parts of  the  relative magnetic sensitivity  𝑆 , . They will be 

used later to analyze the sensitivity and the frequency detuning of higher bending and 

torsion modes of the cantilever.   

4. Sensor Modelling 

The model used to describe and analyze the sensor consists of two parts. With a semi‐

analytical magnetoelastic macrospin model, the delta‐E effect is obtained, i.e., the effective 

mechanical stiffness tensor C(H) as a function of the applied field H. It is used as an input 

for an electromechanical finite element mechanics (FEM) model that describes the reso‐

nance frequency and the sensor’s impedance response. In addition to a macrospin approx‐

imation, we assume a quasi‐static magnetization behavior. Consequently, it is only valid 

for operation frequencies and magnetic field frequencies far below the ferromagnetic res‐

onance frequency (FMR). The FMR generally depends on the geometry and the magnetic 

properties of the thin‐film [50] and can cause a frequency dependency of the delta‐E effect 

[51]. For  the soft‐magnetic material and  thin‐film geometry used here,  it  is  in  the GHz 

regime [51,52]. Because the operation frequencies are of the order of several kHz, magne‐

todynamic effects and the frequency dependency of the delta‐E effect are neglected [51]. 

Due to the low frequencies, we assume that also electrodynamic effects can be omitted in 

the electromechanical model. In the following, both parts of the model are discussed in 

detail. 

4.1. Electromechanical Model 

In the electromechanical part of the model, we consider a simplified cantilever geom‐

etry,  reduced  to  the  poly‐Si  substrate,  the  piezoelectric AlN  layer,  and  the magnetic 

FeCoSiB  layer. Details on  the geometry used are given  in Appendix C. We assume all 

materials to be mechanically linear, which is a good approximation at sufficiently small 

excitation voltages. The material parameters used are given in the appendix. The cantile‐

ver is oriented in a cartesian coordinate system as illustrated in Figure 2, used throughout 

this paper. The mechanical equation of motion is given by (e.g., [53]) 

𝜌
𝜕²𝑢
𝜕𝑡²

∇ ∙ 𝝈 ,   (1)

if no external forces are present. It includes the displacement vector  𝑢, the time t, the mass 

density  𝜌,  and  the divergence  ∇ ∙ 𝝈  of  the mechanical  stress  tensor  𝝈. For  sufficiently 
small excitation frequencies, eddy current effects can be neglected and the electrostatic 

equations [54]: 

𝐸 ∇𝑈, 

∇ ∙ 𝐷 𝜌 , 
(2)

are valid in good approximation. They include the electrical vector field  𝐸, the gradient 
∇𝑈  of  the electrical potential 𝑈  and  the divergence  ∇ ∙ 𝐷  of  the electric  flux density 𝐷 
with the free charge density  𝜌 . The electrostatic equations are coupled to the mechanical 

equation of motion via the constitutive piezoelectric equations, here in the stress‐charge 

form [54,55]: 

𝝈 𝑪∗𝜺 𝒆 𝐸 

𝐷 𝒆 𝜺 𝜺 𝐸 , 
(3)

with the linear strain  tensor  𝜺  and the complex mechanical stiffness tensor  𝑪∗ 𝑪 1
𝑖𝜂 . Its real part is the material’s stiffness tensor  𝑪  and its imaginary part  𝑪𝜂  includes the 
isotropic loss factor  𝜂, which is used to consider damping in the materials [56]. The elec‐

tromechanical coupling tensor is denoted as  𝒆   and the electrical permittivity tensor as 

𝜺 . For the calculation, we set fixed boundary conditions  𝑢 0   at the left face of the 
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beam. For the piezoelectric material, we assumed at the boundaries  𝑛𝐷 0  (with surface 

normal vector  𝑛), and an  initial value for the electric potential of 𝑈 0, except for the 
area covered by the electrodes. The electrodes are modeled with a fixed potential bound‐

ary condition, where an alternating voltage 𝑈 𝑈 ∙ exp 𝑖 𝜔𝑡 𝜑   is applied, with 

amplitude 𝑈 ,  the angular  frequency 𝜔  and phase angle 𝜑 . To calculate  the electrical 

admittance  𝑌 𝐼 𝑈⁄   the current  𝐼  is obtained from integrating the surface charge density 
over the electrode areas. For the solution, a linear response of the system is assumed, with 

a displacement of the form  𝑢 𝑢 ∙ exp 𝑖 𝜔𝑡 𝜑   and a solution for the electrical po‐

tential of 𝑈 𝑈 ∙ exp 𝑖 𝜔𝑡 𝜑 . The equations are solved within a frequency domain 

study in  COMSOL® Multiphysics v. 5.3a (COMSOL AB, Stockholm, Sweden) [56]. All ma‐

terial parameters used are given in the appendix. 

 

Figure 2. Coordinate system used for the electromechanical and the magnetic model. All three 

components 𝑚   of the reduced magnetization vector 𝑚  are described by the polar angle  𝜃  and 
the azimuthal angle 𝜑. 

4.2. Magnetoelastic Model 

For the magnetic model, we consider the enthalpy density function of a macrospin 

with a uniaxial anisotropy energy density, an external magnetic field, a demagnetizing 

term, and magnetoelastic energy density. Using Einstein’s summation convention, the en‐

thalpy density term we use is:   

𝑢 𝐾 1 𝑚 𝐸𝐴 ² 𝜇 𝑀 𝑚 𝐻 𝜇 𝑀 𝑚 𝐻 , 𝜎 𝜆      with      𝑖 1,2,3   𝑗 1, . . . ,6  .  (4)

In this equation, the components of the reduced magnetization vector are denoted by 

𝑚 , the magnitude of the magnetization vector by 𝑀   and the magnetic vacuum permea‐

bility by  𝜇 . The effective easy axis of magnetization  is characterized by  its orientation 

vector  𝐸𝐴   and  the effective  first‐order uniaxial anisotropy energy density constant 𝐾. 
The components of  the external magnetic  field vector are given by 𝐻   and  the compo‐

nents of the mean demagnetizing field by 𝐻 , 𝐷 𝑚 𝑀 , with the main diagonal com‐

ponents 𝐷   of the demagnetizing tensor. For the magnetoelastic energy density, we use 

the coupling term  𝜎 𝜆  with the stress tensor components  𝜎   and the components  𝜆   of 
the isotropic magnetostrictive strain tensor. Both are given in Voigt’s notation. The cou‐

pling term results from omitting magnetostrictive self‐energy and incorporating the term 

constant with stress  into K  [57].  In  the  following,  the polar angle  𝜃  and  the azimuthal 

angle 𝜑  of 𝑚  in the spherical coordinate system (Figure 2) are used to define its compo‐

nents 𝑚 . The exact definition of all vector and tensor components is given in the appen‐

dix. The  linearized change of the elastic compliance components  𝑆  with the magnetic 

field and stress is derived from the expression 

𝑆 𝐻,𝜎
𝜕𝜀
𝜕𝜎

𝜕 𝑒 𝜆
𝜕𝜎

≔ 𝑆 , ∆𝑆  .  (5)

where  the  first  summand  𝑆 ,   is  the  constant,  fixed magnetization  elastic  compliance 

tensor  component.  The magnetization  dependent  part  ∆𝑆   can  be  obtained  from  the 

equilibrium conditions that are given by the first‐order derivatives of  𝑢: 
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𝑢 ≔
𝜕𝑢
𝜕𝜑

0   and   𝑢 ≔
𝜕𝑢
𝜕𝜃

0 .   (6)

From  these equilibrium  conditions a general expression  for  the  linearized  change 

∆𝑆   of the compliance tensor can be derived (Appendix A). Denoting the second‐order 

derivatives as  𝑢   and  𝑢   it is: 

∆𝑆 ≔
𝜕𝜆
𝜕𝜎

𝜕𝜆
𝜕𝜑

𝜕𝑢
𝜕𝜎

1
𝑢

𝜕𝜆
𝜕𝜃

𝜕𝑢
𝜕𝜎

1
𝑢

 .  (7)

This expression permits a quick calculation of  the compliance  tensor  for different 

magnetic systems described by an enthalpy density  𝑢. From Equation (10), the non‐zero 
components of  ∆𝑺  for in‐plane magnetization (𝜃 𝜋/2) are:   

∆𝑆 ∆𝑆 ∆𝑆
9𝜆 cos 𝜑 sin 𝜑

𝑢
 ,  (8)

∆𝑆 ∆𝑆
9𝜆 cos 𝜑 cos 2𝜑 sin 𝜑

𝑢
 ,  (9)

∆𝑆
9𝜆 sin 𝜑

𝑢
 ,  (10)

∆𝑆
9𝜆 cos 𝜑 sin 𝜑

𝑢
 , 

(11)

∆𝑆
9𝜆 cos 𝜑

𝑢
 ,  (12)

∆𝑆
9𝜆 cos 2 𝜑

𝑢
 .  (13)

The final compliance tensor for in‐plane magnetization as a function of magnetic field 

and stress is: 

𝑺 𝐻,𝜎

⎣
⎢
⎢
⎢
⎢
⎡
𝑆 𝑆 𝑆 , 0 0 ∆𝑆
𝑆 𝑆 𝑆 , 0 0 ∆𝑆
𝑆 , 𝑆 , 𝑆 , 0 0 0

0 0 0 𝑆 ∆𝑆 0
0 0 0 ∆𝑆 𝑆 0

∆𝑆 ∆𝑆 0 0 0 𝑆 ⎦
⎥
⎥
⎥
⎥
⎤

     with      𝑆 𝐻,𝜎 𝑆 , ∆𝑆 .  (14)

Because in our case both,  𝑺   and  ∆𝑺  are symmetric, and  𝑺  is also symmetric. Note 

that  𝑆 , 𝑆 , 𝑆 , 0  in our isotropic magnetic material and consequently  𝑆
∆𝑆 ,  𝑆 ∆𝑆   and  𝑆 ∆𝑆 . Finally,  the  stiffness  tensor  𝑪  is obtained by numeri‐

cally calculating  the  inverse  𝑪 𝐻,𝜎 𝑺 𝐻,𝜎 .  It has  the same non‐zero components 

and symmetry. All equations (Equations (11)–(17) are obtained from Equation (10) assum‐

ing in‐plane magnetization (𝜃 𝜋 2⁄ ) and are valid for the isotropic magnetoelastic cou‐

pling used in the enthalpy density function (Equation (7)). For all the following simula‐

tions, we additionally assume in‐plane magnetic fields (𝜃 𝜋 2⁄   and an in‐plane easy 

axis  𝜃 𝜋 2⁄ . These  two assumptions  influence and simplify u and  its derivatives, 

which are given in the appendix. 

5. Implications of the Magnetic Model 

In the following, results for the  𝐶   of the magnetoelastic model are discussed at the 

example of a thin‐film geometry. For the calculations, we assumed zero static stress (𝜎
0   and 𝐷 1.  The  large shape anisotropy results  in  𝐶 𝐶 ,   and  𝐶 𝐶 , . We 
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limit the discussion to the  𝐶 ,  𝐶   and  𝐶   components as they are most relevant for tor‐

sion and bending modes. 

In Figure 3a, the normalized  𝐶 ,  𝐶   and  𝐶   components are plotted for a macro‐

spin and 𝜑EA 90°. Because  𝑢 𝐻 𝐻 0 and so  ∆𝑆 𝐻 → 𝐻 → ∞  (Equation (13)) 
it  is  𝐶 𝐻 𝐻 0. At  |𝐻| |𝐻 |,  it  is  𝐶 𝐶 ,  with  𝐶 𝐶 ,   only  for 𝐻 → ∞. 

Hence, for finite 𝐻  even a small shear stress  𝜎   can always tilt the magnetization vector 

out of the applied magnetic field direction. It occurs, because the magnetoelastic energy 

density contribution  𝜎 𝜆   of the shear stress  𝜎   is asymmetric around 𝜑 0°. Its min‐

imum is shifted by 45° compared to the minimum of the one‐component at 𝜑 0°. Con‐
sequently, at  the  two  local maxima  it  is  𝐶 𝜑 45°, 135° 𝐶 , . The  𝐶   component 

shows  two distinct minima but unlike  the delta‐E effect  in  the Young’s modulus  (e.g., 

[6,14,49]) no discontinuities at  |𝐻| |𝐻 |. Although the discontinuities are present in  𝑆  

(not shown), they vanish during the inversion due to contributions of other  𝑆   compo‐

nents  to  𝐶 .  In  contrast  to  𝐶 ,  𝐶   stiffens with  applied magnetic bias  field because 

∆𝑆 ∆𝑆 . The signs are a direct consequence of the positive isotropic magnetoelastic 

coupling. As the macrospin rotates towards the x axis, magnetostrictive expansion occurs 

along the x axis, but contraction occurs along the y axis. Compared with  𝐶 , the maxi‐

mum relative change of  𝐶   is  larger because  𝑆 , 𝑆 , , which results  in a different 

weighting in Equation (5). In Figure 3b,  𝐶   is shown for three different angles of the easy 

axis 𝜑 90°, 85°,  and 75°. It is apparent that a change of 𝜑   strongly influences  𝐶 . 

Relative  to 𝜑 90°,  the  two minima at 𝐻 𝐻   shift  to a  larger  |𝐻|  and  the mini‐

mum  value  increases  strongly  by more  than  85%   at  𝜑 85°   and  about  95%   at 

𝜑 75°. The center minimum shifts due to the single domain hysteresis and decreases 

slightly with decreasing 𝜑 . A singularity occurs at 𝜑 85°  due to the magnetic dis‐

continuity at  the switching  field of  the single‐spin model. Due  to  the strong  impact of 

small  deviations  from  𝜑 90°   on  𝐶 𝐻 ,  the magnetic  sensitivity  is  expected  to 

change notably with 𝜑 . 

 

Figure 3. (a) Magnetic field dependent components  𝐶   of the effective stiffness tensor for an ideal hard axis magnetization 

process of a macrospin. The external magnetic field with magnitude 𝐻  is applied along the  𝑥  axis and normalized the 

anisotropy  field HK;  (b) component  𝐶   for different angles 𝜑   of  the magnetic easy axis  to  the x axis;  (c) maximum 

value  𝜕 𝐶 ,   of  𝜕 𝐶 𝐻   (Equation (3)) for the  𝐶   and  𝐶   components as functions of the easy axis angle 𝜑 . For 

the calculations in (c), a distribution of effective anisotropy energy density is used as in Ref. [49] with a standard deviation 

of  𝛿 15 %  for a more quantitative estimation and to prevent singularities. 

In  the  following, we quantify  the  influence of  the  𝐶   components on  the  relative 

magnetic  sensitivity  𝑆 ,   using  𝜕 𝐶   as defined  in Equation  (3). Calculating  𝜕 𝐶   re‐

quires forming the derivate  𝜕𝐶 𝜕𝐻⁄ , which results in singularities for the 66‐component 
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at 𝜑 90°  and |H| = |HK|. A finite derivative can be estimated by including the dis‐

tribution of the effective anisotropy energy density K in a mean‐field approach [15,49,58]. 

With such a distribution, inhomogeneities in the magnetization response are considered 

that can occur, e.g., from spatially varying stress or internal stray fields. We use a normal 

distribution  of  𝐾  with  a  standard  deviation  𝛿 15 %   as  a  representative  example 

value that has been used previously for a similar device [49]. We calculate  𝜕 𝐶 𝐻   nu‐

merically from  𝐶 𝐻   and extract the maximum  𝜕 𝐶 , 𝐻   for 𝐻 0, at various an‐
gles 𝜑   of the easy axis. They are plotted in Figure 3c. As a result of the distribution, 

both  𝜕 𝐶 ,   are finite at 𝜑 90° with  𝜕 𝐶 , 10 𝜕 𝐶 , 4.5 𝜕 𝐶 , . 

This is reduced to  𝜕 𝐶 , 4 𝜕 𝐶 , 2 𝜕 𝐶 ,   at 𝜑 80°. In conclusion, 
the  𝐶   component potentially offers a significantly larger magnetic sensitivity than the 

𝐶   and  𝐶   components. 

6. Results 

6.1. Magnetization Measurements 

Magneto–optical Kerr effect (MOKE) microscopy [59] was used to analyze the mag‐

netic multilayer. The picture in Figure 4a shows the rear side of the cantilever and is com‐

posed of a series of images. For each image, the magnetic multilayer was demagnetized 

along the x axis and the MOKE sensitivity axis was set along the y axis. The region of the 

magnetic multilayer is marked with a white frame and the estimated easy axis orientation 

is indicated with white arrows. In a large region around the left, top, and bottom edge, no 

magnetic response is visible. A comparison with light microscopy images reveals possibly 

corroded regions. They might have formed due to incomplete Cr‐coverage at the edges. 

At  the  time, a particularly  thin Cr‐layer was deposited  to ensure good magnetooptical 

contrast. Close to the clamping region (blue rectangle in Figure 4a), the layer is partially 

delaminated. Despite these nonidealities, the overall magnetic response in the magneti‐

cally active region  is quite homogeneous. The average easy axis orientation is approxi‐

mately  𝜑 75° 5°  relative  to  the x axis. An effective uniaxial anisotropy energy 
density of 𝐾 1.2 0.1  kJ/m³  is estimated with the magnetoelastic model. We used 

the ballistic demagnetizing  tensor  [60]  in  the center of  the  film and assumed  𝜎 0. A 
representative magnetization  curve  of  the  center  region,  recorded  along  the  x  axis,  is 

shown in Figure 4b, and compared with one recorded at the clamping region. The differ‐

ence  between  these  curves  indicates  a different  alignment  of  the  effective  anisotropy. 

However, due  to  the magnetic multilayer structure and  the partial delamination addi‐

tional effects cannot be excluded. From previous investigations [49], we expect that the 

deteriorated magnetic properties  at  the  clamping  especially  reduce  the  resonance  fre‐

quency detuning and the magnetic sensitivity of the first bending mode. 

 

Figure 4. (a) Magneto optical Kerr effect microscopy image of the analyzed structure, demagnet‐

ized along the x axis and composed of a series of different images. The region of the magnetic 

layer is marked by a white square and the approximated orientation of the magnetic easy axis is 

indicated with arrows at approximately  75° 5°  relative to the x axis; (b) magnetization curve 
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close to the clamping and in the center of the magnetic film. The two evaluated regions are indi‐

cated with squares in (a). 

6.2. Electromechanical Properties 

To  analyze  the  electromechanical properties  of  the  sensor,  the  sensor  admittance 

𝑌 𝑓   is measured over a large range of excitation frequencies  𝑓 . Six resonance modes 

are characterized  in detail by  fitting a modified Butterworth van Dyke  (mBvD) model 

(e.g., [61]) with the equivalent circuit configuration from [47] to the measurements. The 

resonance frequencies  𝑓   and quality factors are calculated from the mBvD parameters of 

each admittance curve and compared with the eigenfrequencies obtained from the finite 

element method (FEM) model. With this comparison, the eigenmodes are identified to be 

the  first  three bending modes  (BM1–3) and  the  first  three  torsion modes  (TM1–3). The 

FEM model was fitted to admittance measurements of the first torsion mode (TM1) close 

to magnetic  saturation  at  μ0H 10 mT .  It matches  the measurements  very well  as 

shown in Figure 5a. The material parameters match excellently with literature values. De‐

tails on the material parameters and on the geometry are given in Appendix C. A com‐

parison of the measured resonance frequencies in magnetic saturation with the FEM sim‐

ulations results in extremely small deviations < 2% for all six modes (Appendix B). 

 

Figure 5. (a) Example comparison of measurement and FEM simulation of the sensor admittance around the first torsion 

mode (TM1), close to magnetic saturation at −10 mT; (b) comparison of measured and modeled maximum phase shift of 

the first three torsion modes (TM, samples 1–3) and the first and second bending modes (BMs, samples 4–9) with various 

electrode configurations. The BM measurements are published in Ref. [28]. 

The set of material parameters found is used to predict, and compare the impedance 

characteristic of other cantilever delta‐E effect sensors published previously [28]. The sen‐

sors differ in their geometry from our torsion mode sensor. They were designed to excite 

the first and second bending mode with various electrode geometries. For the simulations, 

we used the same material parameters found for the torsion mode sensors but adjusted 

the geometry. 

As a figure of merit for the electromechanical model, we compared the absolute dif‐

ference  ∆𝜙 𝜙 𝜙   of the phase angle 𝜙  of the electrical admittance  𝑌. The sim‐
ulation results are plotted in Figure 5b and compared with values of the torsion modes 

(Appendix B) measured here, and the bending mode from Ref. [28]. The TMs were meas‐

ured close to magnetic saturation at  μ0H -10 mT  to reduce the influence of the delta‐E 
effect. Slight deviations between the measurement and simulation might result from ef‐

fectively different magnetoelectric coupling factors, e.g., due to the slightly different ma‐

terial parameters, geometric inaccuracies, or stress [62]. In conclusion, the model can esti‐

mate the electromechanical properties of the device and the effect of different electrode 

configurations well. For the application of magnetoelastic resonators as delta‐E effect sen‐

sors, a high  ∆𝜙  and hence a high electrical sensitivity is desirable. In comparison to the 

bending modes, the  ∆𝜙  of the torsion modes is systematically smaller, which is also re‐

flected in the electrical sensitivities. With  𝑆 , 0.85 mS  of TM1, the maximum relative 
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electrical amplitude sensitivity  𝑆 , 5.8 mS of sample No. 7 (BM2) [28] is almost a factor 

of seven larger, despite a similar quality factor. Hence, the large factor potentially gained 

in the magnetic sensitivity from utilizing the C66 component can be diminished by a re‐

duced electrical sensitivity. 

Additional simulations show that further optimization of the electrode design and 

reduction in the parasitic capacity from bond pads and wires could improve  ∆𝜙  of TM1 

to  ∆𝜙 10°. Alternatively, the parasitic effect of the sensor capacitance could be neutral‐
ized with additional electronics to utilize the phase‐modulated signal for magnetic field 

detection [48]. A further improvement by a factor of two could be obtained by exciting 

both electrodes  𝐸   and  𝐸 , phase shifted by 180°. Additionally, alternative piezoelectric 

materials with larger piezoelectric coefficients, such as AlScN [63–65] could increase the 

electrical sensitivity significantly and result in  ∆𝜙  comparable with bending modes. 

6.3. Delta‐E Effect and Sensitivities 

The  𝑓 𝐻   plots extracted from the modified Butterworth van Dyke (mBvD) fits of 

the first three bending modes (BM1–3) are shown in Figure 6a (right). They are normalized 

to  𝑓 , ≔ 𝑓 10 mT   and have a respective minimum resonance frequency  𝑓 , . As a 

measure for the maximum resonance frequency detuning, we defined the normalized res‐

onance frequency change  ∆𝑓 ≔ 𝑓 , 𝑓 , /𝑓 , . All three curves are w‐shaped and 

∆𝑓   increases with increasing mode number. This effect was reported previously and ex‐

plained with a strong weighting of the magnetic properties at the clamping in BM1 [49]. 

Here, the difference between the BM1 and BM2 is significantly larger, which is consistent 

with the deteriorated material around the clamping region, visible in the magneto–optical 

Kerr effect microscopy (MOKE) images (Figure 4a). Correspondingly, the relative mag‐

netic  sensitivity  𝑆 , 3.5 T   is  smallest  in  BM1  and  increases up  to  𝑆 , 9 T   in 

BM2. 

 

Figure 6. Measurements of the resonance frequency  𝑓   as a function of the applied magnetic flux 

density  𝜇 𝐻  along the long cantilever axis (x axis) starting at  𝜇 𝐻 10 mT: (a) normalized reso‐

nance frequency  𝑓 /𝑓 ,   of the first three torsion modes (TMs) (left) and the first three transver‐

sal bending modes (BMs) (right). The maximum resonance frequencies  𝑓 ,   of the TMs are 

26.256, 87.478, 175.150 kHz, and of the BMs: 7.649, 47.182, 121.400 kHz; (b) relative magnetic sensi‐

tivities  𝑆 , 𝑆 𝑓 ,⁄   calculated from the data in (a) with Equation (1). 

The normalized  𝑓 𝐻   plots of the torsion modes (TMs) and their corresponding  𝑆 ,  

are shown in Figure 6 (left). Although the sample is close to magnetic saturation at  𝜇 𝐻
10 mT, all  three  𝑓 𝐻   curves still exhibit a non‐zero slope as expected  from  the pre‐

sented theory. The three  𝑓 𝐻   curves have a global minimum around 𝐻  0, two local 

minima at around  2 mT,  and  two  local maxima at about  1 mT. With an  increasing 
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mode number,  the  local maxima  are  almost unaffected, whereas  ∆𝑓   significantly de‐
creases. Consequently, the maximum  𝑆 ,   also decrease with the increasing mode num‐

ber, here from  𝑆 , 12.6 T   in TM1 to  𝑆 , 3.0 T   in TM3. The trend is notably op‐

posed to the corresponding behavior of the bending modes and will be analyzed and ex‐

plained in detail in the next section using the magnetoelastic and electromechanical mod‐

els. Overall, the magnetic sensitivities are in the range of  10 T   also measured with 

other magnetoelastic  resonators  in bending and bulk  resonance modes  [22,49]. At  first 

glance, the similarity of BM and TM in  𝑆 , ∝ 𝜕 𝐶 , might contradict the magnetoelastic 

model  results  in Figure 3c. To  resolve  this and  explain  the dependency of  the  torsion 

modes on  the mode number,  the second  factor  𝜕 𝑓 ,   that contributes  to  𝑆 ,  must be 

considered. 

6.4. Resonance Frequency Simulations 

In the following, we use the stiffness tensor components from the magnetic model as 

input in the finite element method (FEM) model to describe and analyze the frequency 

detuning and the magnetic sensitivity of the bending and torsion modes measured before. 

The demagnetizing tensor is approximated with the ballistic demagnetizing tensor in the 

center of the magnetic layer [60]. Consistently with the measurements the easy axis angle 

is  set  to  𝜑 75°   and  the  effective  anisotropy  energy  density  constant  to  𝐾
1.2 kJ/m³, assuming  𝜎 0. Results  for  the normalized  resonance  frequencies  𝑓 𝐻   of 

the torsion modes are shown in Figure 7a and of the bending modes in Figure 7b. Despite 

the simplifying assumptions, a striking similarity with the measurements is apparent. All 

simulated torsion mode (TM) curves in Figure 7a exhibit two local maxima around one 

global minimum. Due  to  the  single‐domain  hysteresis,  the  local minimum  is  shifted 

slightly leftwards away from  𝜇 𝐻 0. The frequency difference between the local max‐

ima and  the global minimum decreases significantly with  increasing mode number, as 

also observed in the measurements. 

 

Figure 7. (a) Simulated resonance frequency  𝑓   normalized to its maximum, as a function of the 

magnetic bias flux density  𝜇 𝐻  for the first three torsional modes (TMs); and (b) the first three 

bending modes (BMs); and (c) the magnitude of the displacement vector of the first three torsion 

modes plotted and calculated with  COMSOL® Multiphysics v. 5.3a (COMSOL AB, Stockholm, Swe‐

den). 

Within the model, this phenomenon can be explained with the mode shapes of the 

higher torsion modes (Figure 7c). Due to the multiple twisting of the cantilever in higher 

modes, the resonance nodes are closer together. This results in an increasing contribution 

of the stiffness tensor components C11 and C22 to  𝑓   relative to the C66 component. Quan‐

titatively, we can explain the contribution of Cij to  𝑓  with the 11‐ and the 66‐components 

of  the normalized  frequency  factors  𝜕 𝑓 ,   (Equation  (3)). They are estimated with  the 
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FEM model and summarized in Table 1. Whereas  𝜕 𝑓 ,   increases by almost a factor of 

three,  𝜕 𝑓 ,   shows the opposite trend and decreases by a factor of approximately two, 

from TM1 to TM3. Because the minima and maxima of C11 and C66 occur at similar mag‐

netic bias fields they  increasingly compensate each other in higher torsion modes. This 

causes similar magnetic sensitivities of TMs and BMs in our sensor, although  𝜕 𝐶 ,

𝜕 𝐶 ,   in Figure 3c. If the delta‐E effect of C66 is to be utilized, consequently, the first 

torsion mode is preferable to higher modes. 

Table 1. Normalized frequency factors  𝜕 𝑓 ,   and  𝜕 𝑓 ,   (Equation (3)) of the first three torsion 

modes (TMs) and bending modes (BMs), calculated with the electromechanical finite element 

model. 

Resonance 

Mode 
TM1  TM2  TM3  BM1  BM2  BM3 

𝜕 𝑓 ,   0.010  0.017  0.029  0.060  0.056  0.052 

𝜕 𝑓 ,   0.034  0.026  0.016  0  0  0 

𝜕 𝑓 ,  0  0  0  −0.003  −0.006  −0.001 

In contrast to the measured bending mode curves (Figure 6), the corresponding mod‐

eled curves  (Figure 7b) are almost  independent of  the mode number. Consistently,  the 

𝜕 𝑓 ,   of  the BMs  are  approximately  constant with  the mode number. The  other  fre‐

quency factor  𝜕 𝑓 ,   is very small and  𝜕 𝑓 , 0. A different effect dominates the mode 

dependency observed in the measured bending modes. This corroborates the hypothesis 

stated earlier in Section 6.3 that the reduced maximum normalized resonance frequency 

change  ∆𝑓   (as defined in Section 6.3) of BM1 is likely caused by the deteriorated magnetic 

layer present around the clamping (Figure 4a). 

As shown earlier in Figure 3a, the minima of C11(H) occur at the same magnetic bias 

fields as the maxima of C12(H). Whereas C11(H) softens upon the application of a magnetic 

bias field, C12(H) increases. However, upon application of a magnetic field, they both re‐

duce the resonance frequency of bending modes. Consequently, their corresponding fre‐

quency factors have opposite signs and  𝜕 𝑓 , 0. 

7. Summary and Conclusions 

In summary, we provide an experimental and theoretical study on the delta‐E effect, 

the normalized resonance frequency change  ∆𝑓   (defined in Section 6.3) and the sensitiv‐
ity of first and higher‐order bending modes (BMs) and torsion modes (TMs). The study 

was conducted on a magnetoelectric thin‐film cantilever with a soft magnetic FeCoSiB–Cr 

multilayer and an electrode design that enables the excitation of various resonance modes. 

A general expression was developed that permits the detailed analysis of the magnetic 

sensitivity  of  arbitrary  resonance modes. An  electromechanical  finite  element method 

model was set up to describe the resonator and the electrical sensitivity. It was combined 

with a magnetoelastic macrospin model to include the tensor of the linearized delta‐E ef‐

fect  for  isotropic magnetostriction  in  the  approximation of negligible magnetostrictive 

self‐energy. The models are valid for moderately high‐operation frequencies, where elec‐

trodynamic and magnetodynamic effects can be omitted. 

The delta‐E effect model is discussed in detail for here the most relevant components 

C66, C11, and C12 of the magnetic field‐dependent stiffness tensor. Simulation results imply 

that the C66 component potentially offers a ten‐fold higher contribution to the magnetic 

sensitivity than the C11 component. With an increasing tilt of the magnetic easy axis, this 

factor reduces to approximately four at an easy axis angle aligned at 80° relative to the 

long axis of the cantilever. However,  the measurements and simulations of the current 

design confirm that the TMs exhibit a systematically smaller electromechanical response 

compared to BMs, which can significantly diminish the potential gain in sensitivity. Pos‐

sible ways of improvement are sketched out. From simulated and measured resonance 
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frequency  curves  𝑓 𝐻  we  found  that  the maximum normalized  resonance  frequency 

change  ∆𝑓   and the magnetic sensitivity of TMs reduce with the increasing mode number 

due to the increasing contribution of C11 to the resonance frequency. Hence, the depend‐

ency of TMs on the mode number is opposite to the one observed for BMs and caused by 

a different mechanism. 

In conclusion, the delta‐E effect of the C66 component shows the promising potential 

of significantly  increasing the magnetic sensitivity and  the maximum normalized reso‐

nance frequency change  ∆𝑓 . However, the efficient electrical excitation of TMs remains 

challenging for achieving high electrical sensitivity. Generally, the results imply that the 

delta‐E effect of different Cij can have opposite effects on  ∆𝑓 , depending on the resonance 
mode. This was demonstrated in the example of torsion modes. Because the contribution 

of C11  increases with the  torsion mode number, the first‐order  torsion mode shows  the 

highest magnetic sensitivity. In addition to fundamental insights on the delta‐E effect in 

higher resonance modes, a model for the electrical and the magnetic sensitivity was pre‐

sented. The results are not only relevant for the development of magnetoelastic magnetic 

field sensors, but also for frequency tunable devices based on the delta‐E effect. 
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Appendix A. Magnetoelastic Model 

A.1. Definition of Vectors 

In the following, a detailed definition of all vectors is given in the spherical coordi‐

nate system. All polar angles are denoted by  𝜃  and all azimuthal angles by 𝜑, with an 

index if it is not the angles of the reduced magnetization. The reduced magnetization vec‐

tor is denoted as 

𝑚  cos𝜑 sin𝜃 sin𝜑 sin𝜃 cos𝜃 , (A1)

The easy axis unit vector  𝐸𝐴  is given by 

𝐸𝐴  cos𝜑 sin𝜃 sin𝜑 sin𝜃 cos𝜃 . (A2)

The vector 𝐻  of  the external applied  field and 𝐻   of  the demagnetizing  field are 

given by 

𝐻 𝐻 cos𝜑 sin𝜃 sin𝜑 sin𝜃 cos𝜃 ,  (A3)

𝐻 𝑀 𝐷 𝑚 𝐷 𝑚 𝐷 𝑚 .  (A4)
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For all higher‐order tensors, we use the Voigt notation. The magnetostriction tensor 

is then given by 

𝝀
3
2
𝜆  𝑚

1
3

𝑚
1
3

𝑚
1
3

2𝑚 𝑚 2𝑚 𝑚 2𝑚 𝑚 .  (A5)

A.2. General Expression for ∆𝑆  

From the equilibrium conditions, one can write 

∆𝑆
𝜕𝜆
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𝜕𝜎
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𝑢

𝜕𝜆
𝜕𝜃

𝜕𝑢
𝜕𝜎

1
𝑢

 . 
(A6)

A.3. Derivatives of the Energy Density Functional 

For  in‐plane magnetization  𝜃 𝜋 2⁄ ,  easy  axis  𝜃 𝜋 2⁄ ,  and magnetic  field 

𝜃 𝜋 2⁄ , the second‐order derivatives of  𝑢  (Equation (7)) are given by 

𝑢 ≔
𝜕 𝑢
𝜕𝜑

3𝜆 𝜎 cos 2𝜑 𝜎 cos 2𝜑 2𝜎 sin 2𝜑 𝜇 𝑀 𝐻 cos 𝜑 𝜑 2𝐾cos 2 𝜑 𝜑

𝜇 𝑀 𝐷 𝐷 cos 2𝜑  
(A7)

𝑢 ≔
𝜕 𝑢
𝜕𝜃

3𝜆 𝜎 cos 𝜑 𝜎 sin 𝜑 𝜎 𝜎 sin 2𝜑 𝜇 𝑀 𝐻 cos 𝜑 𝜑 2𝐾 cos 𝜑 𝜑

𝜇 𝑀 𝐷 cos 𝜑 𝐷 sin 𝜑 𝐷  
(A8)

Appendix B. Resonance Frequencies and Sensitivities 

A summary of  the maximum measured resonance  frequencies  𝑓 ,   at  𝜇 𝐻  −10 
mT  is given  in Table A1,  together with  the corresponding quality  factor 𝑄   and  the 

maximum magnetic sensitivities from Figure 6. The bending modes (BMs) and the torsion 

modes (TMs) were all measured using only electrode E1. Hence, the electrodes are not 

optimized for the bending modes. Additionally, the maximum quality factor of the BMs 

is a factor of three smaller than in TM1. Due to both factors, the electrical sensitivity of 

BMs is significantly smaller than that of TMs for our cantilever. 

Table A1. Measured resonance frequencies  𝑓 ,  of the six modes analyzed and the quality factor 𝑄 , both measured 

in magnetic saturation at  𝜇 𝐻  −10 mT. The maximum magnetic sensitivity  𝑆   and the maximum relative magnetic sen‐

sitivity  𝑆 ,   are obtained from Figure 6b. The maximum relative electrical sensitivities found are given by  𝑆 ,   and  𝑆 , . 

Mode  𝒇𝐫,𝐦𝐚𝐱 𝐤𝐇𝐳   𝒇𝐫,𝐦𝐨𝐝𝐞𝐥 𝐤𝐇𝐳   𝑸𝐦𝐚𝐱  𝑺𝐇 𝐇𝐳/𝐦𝐓   𝑺𝐇,𝐫 𝟏/𝐓   𝑺𝛟,𝐫  (°)  𝑺𝐘,𝐫  (μS) 

TM1  26.26  26.26  900  330  12.6  4780  850 

TM2  87.48  88.20  700  837  9.5  59  27.5 

TM3  175.15  179.20  280  542  3.0  115  95 

BM1  7.65  7.80  300  26.7  3.5  2550  150 

BM2  47.18  48.55  300  432  9.2  220  70 

BM3  121.40  116.20  300  811  6.7  18  42 

Appendix C. Geometry and Material Parameters 

C.1. Geometry 

The poly‐Si cantilever was measured with an optical microscope to be  𝐿 3.12 mm 
long and 𝑊 2.15 mm wide. For the simulations, the length in the model was slightly 

adjusted within the measurement accuracy to 3.116 mm. The magnetostrictive layer was 

deposited directly at the clamping on the bottom side of the poly‐Si cantilever and has a 



Sensors 2021, 21, 2022  15  of  18 
 

 

width of 𝑊 2 mm  and a length of  𝐿 3.05 mm. The AlN layer is of the same ge‐

ometry but deposited on top of the poly‐Si. The electrodes  𝐸  and  𝐸   are positioned at 
the clamping on top of the AlN layer and the left and right edge, respectively. An addi‐

tional parallel capacitance of  𝐶 17.7 pF  is used.  It  is consistent with  the area of  the 

bond pads, the conduction lines, and the relative electrical permittivity used for the AlN. 

C.2. Substrate (Poly‐Si) 

For  the poly‐silicon substrate, we use  isotropic material parameters, with Young’s 

modulus  𝐸 160 GPa  [66,67] a Poisson’s ratio of  𝑣 0.22  [67] and a mass density of 

𝜌 2300 kg m³⁄  [68]. 

C.3. Magnetic Material (FeCoSiB) 

The mass density of FeCoSiB was experimentally determined by estimating the vol‐

ume with profilometer measurements and the mass with a microbalance. The measure‐

ments were performed on a 6‐inch wafer with a mean FeCoSiB layer thickness of approx‐

imately 1.5 μm. A density of  𝜌 7870 1350  kg/m³ was obtained. For the sim‐

ulation, a corresponding mass density of  𝜌 7700 kg/m³ was used. For the stiff‐

ness tensor of the mechanically isotropic magnetic film, we use: 

𝐶 ,

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐶 , 𝐶 , 𝐶 , 0 0 0
𝐶 , 𝐶 , 𝐶 , 0 0 0
𝐶 , 𝐶 , 𝐶 , 0 0 0

0 0 0 𝐶 , 0 0
0 0 0 0 𝐶 , 0
0 0 0 0 0 𝐶 , ⎦

⎥
⎥
⎥
⎥
⎥
⎤

        (A9)

Using a Young’s modulus of  𝐸  150 GPa  and a Poisson’s ratio of  𝑣  0.3, both at 
fixed magnetization, the non‐zero components of the fixed magnetization stiffness tensor 

are: 

𝐶 , 𝐶 , 𝐶 ,
𝐸 1 𝑣

1 𝑣 1 2𝑣
201.92 GPa (A10)

𝐶 , 𝐶 , 𝐶 ,
𝐸 𝑣

1 𝑣 1 2𝑣
86.54 GPa (A11)

𝐶 , 𝐶 , 𝐶 ,
𝐸

2 1 𝑣
57.69 GPa (A12)

For  the magnetoelastic  simulations, we use  a  saturation magnetic  flux density of 

𝜇 𝑀 1.5 T  [17] and saturation magnetostriction of  𝜆 35 ppm  [17]. 

C.4. Piezoelectric Material (AlN) 

For the stiffness matrix  𝑪   and the piezoelectric stress‐charge coefficient tensor  𝒅 
we use values based on ab initio calculations [69]. Those tend to overestimate 𝒅  and are 
here slightly adjusted. The stiffness tensor is: 

𝑪

⎣
⎢
⎢
⎢
⎢
⎡
410.2 142.2 110.1 0 0 0
142.2 410.2 110.1 0 0 0
110.1 110.1 385.0 0 0 0

0 0 0 122.9 0 0
0 0 0 0 122.9 0
0 0 0 0 0 134.0⎦

⎥
⎥
⎥
⎥
⎤

  GPa ,     (A13)

The piezoelectric coupling tensor  𝒄 𝒅𝑪   results as 
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𝒄
0 0 0 0 0.27828 0
0 0 0 0.27828 0 0

0.4496 0.4496 1.41 0 0 0
  

pC
m²

 .    (A14)

For the density, we use  𝜌 3300 kg m³⁄   and for the electrical permittivity  𝜺
𝜺 𝜀  with the electrical vacuum permittivity  𝜀   and the relative electrical permittivity  𝜺 , 

given by 

𝜺
9.2081 0 0

0 9.2081 0
0 0 10.1192

 .     (A15)
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5.1 Love Wave Magnetic Field Sensor System
The previous section indicated that the ∆E effect of the C66 component can be significantly
larger than that of the C11 component and it could lead to an improved sensitivity of the ∆E-
effect sensors. Exploiting this effect with torsion-mode resonators is possible; however, it is not
necessarily advantageous over the bending modes for two major reasons: (1) The contributions
of other stiffness tensor components can reduce the frequency change in the torsion modes. (2)
Exciting torsion modes in cantilever sensors efficiently is challenging, because of the required
asymmetry in the excitation around the torsional axis.

An alternative method for utilizing the ∆E effect of the C66 component is explored in this
section. A sensor system based on surface acoustic shear waves is developed and analyzed for
magnetoelastic properties, sensitivity, signal, and noise. In contrast to the torsion modes in
cantilever structures, shear stress dominates the magnetoelastic waves. Further the SAW device
constitutes an exception in this thesis because it is not based on a released resonator structure.
After this publication, a new project was initiated for the further development of these sensors.
Two follow-up publications on the modeling and higher modes of Love-wave SAW sensors have
been presented in Appendix B.
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Wide Band Low Noise Love Wave 
Magnetic Field Sensor System
Anne Kittmann1, Phillip Durdaut  2, Sebastian Zabel1, Jens Reermann2, Julius Schmalz2, 
Benjamin Spetzler1, Dirk Meyners1, Nian X. Sun  3, Jeffrey McCord1, Martina Gerken  2, 
Gerhard Schmidt2, Michael Höft  2, Reinhard Knöchel2, Franz Faupel1 & Eckhard Quandt1

We present a comprehensive study of a magnetic sensor system that benefits from a new technique to 
substantially increase the magnetoelastic coupling of surface acoustic waves (SAW). The device uses 
shear horizontal acoustic surface waves that are guided by a fused silica layer with an amorphous 
magnetostrictive FeCoSiB thin film on top. The velocity of these so-called Love waves follows the 
magnetoelastically-induced changes of the shear modulus according to the magnetic field present. The 
SAW sensor is operated in a delay line configuration at approximately 150 MHz and translates the 
magnetic field to a time delay and a related phase shift. The fundamentals of this sensor concept are 
motivated by magnetic and mechanical simulations. They are experimentally verified using customized 
low-noise readout electronics. With an extremely low magnetic noise level of ≈100 pT/ Hz , a 
bandwidth of 50 kHz and a dynamic range of 120 dB, this magnetic field sensor system shows 
outstanding characteristics. A range of additional measures to further increase the sensitivity are 
investigated with simulations.

Magnetic field sensing is an important task for many applications ranging, e.g., from positioning and navigation 
to electronic stability programs, electrical current sensors to biomagnetic field detection1–3. Naturally, the require-
ments differ and depend on the specific application. Common demands on sensors include ambient temperature 
operation without cooling, small dimensions necessary for high spatial resolution and/or limited available instal-
lation space as well as low energy consumption. Very demanding specifications arise in terms of the dynamic 
magnetic field range and the frequency bandwidth in case of a current sensor4 as well as in a limit of detection 
(LOD) in the pT/ Hz to fT Hz range in case of sensors for biomagnetic signals5. Furthermore, both applications 
require the detection of DC or very low frequency magnetic fields, which is especially challenging if 1/f (f: fre-
quency) noise is present. Ultra-low LODs for magnetic field sensing in combination with ambient temperature 
operation and sufficient spatial resolution have been reported for orthogonal fluxgate magnetometers6, sensors 
employing the giant magnetoimpedance effect7, atomic magnetometers8, magnetoresistive devices9, and, most 
recently, for sensors using the ΔE-effect10. Table 1 summarizes the main important properties of these sensors.

Magnetoelastic coupling describes the property of materials to have an interdependency between magnetiza-
tion and elastic strain. It is commonly known in the form of so-called Joule magnetostriction that causes the hum-
ming noise in electrical transformer cores, where the core length changes during the magnetization. In an inverse 
process (also known as Villari Effect) under mechanical stress, these materials exhibit an additional strain caused 
by a rotation of the magnetic moments. Such extra strain leads to altered elastic properties proportional to the 
material’s piezomagnetic coefficient. For high piezomagnetic coefficients, softmagnetic properties in combination 
with a high magnetostriction are required: thus, the largest piezomagnetic coefficients have been found in amor-
phous FeGaB12 or FeCoSiB13 thin films. The phenomenon is commonly known as the ΔE-effect for changes in 
the Young’s modulus E14–16, but other elastic constants are also affected. Although it is well known that the relative 
effects of other elastic moduli such as the shear modulus G are generally more pronounced17, most approaches for 
magnetic sensing have been made using E. The ΔE-effect has been used to detune either cantilever18–20 or bulk 
resonators21 coated with a magnetic material. Also, surface acoustic waves (SAWs) have been utilized in resonator 
or delay line configurations22. These approaches use a piezoelectric substrate with two interdigital transducer 
(IDT) electrodes, one to excite and one to receive acoustic waves. If a magnetic film is deposited in-between these 
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two IDT electrodes, changes in the elastic properties of the film influence the wave velocity and alter the delay of 
a transmitted signal.

There are various kinds of waves that can be excited, and they differ in the type of deformation and velocity 
due to the different elastic moduli involved. Rayleigh waves are concentrated at the surface with out-of-plane 
shear and longitudinal deformation. Their amplitude exponentially decays with a penetration depth of about 
one wavelength. In amorphous magnetic thin films greater than 50 nm thick, the magnetization is usually con-
fined in-plane, which restricts all changes of elastic components to this plane. Consequently, the propagation of 
Rayleigh waves is only magnetically sensitive to magnetoelastic alterations of E. Shear horizontal waves perform 
a bulk shear motion parallel to the magnetic film and are thus sensitive to changes of G. While the wave extends 
through the whole substrate, the modulus effect occurs only in the magnetic layer on the top and, consequently, 
has little leverage on the wave velocity. Love waves, in contrast, combine the advantages of both wave types with 
respect to magnetic field sensing. They are horizontal shear waves that are confined at the surface by a phase 
velocity gradient towards the surface23. Despite these advantages, most studies focus on Rayleigh waves24,25, few 
on shear horizontal waves26 and even fewer on Love waves27. Although numerous devices with strong coupling of 
surface waves to magnetic properties have been presented, many were intended to be used as magnetically tuna-
ble RF-components22, and only a few have been thoroughly analyzed for their potential as magnetic field sensors.

In this paper, the design of a novel Love wave-type magnetic field SAW sensor will be outlined with an empha-
sis on finite element modeling (FEM) simulations to work out the advantages of using a dedicated guiding layer. 
Next, the SAW sensor will be characterized electrically and the magnetic properties of the magnetostrictive layer 
will be investigated and compared with simulations. Then, the sensor will be integrated in a readout circuit, which 
is tailored to obtain a sensor system, where the intrinsic noise of the sensor dominates. Very promising character-
istics of the sensor system in terms of sensitivity, LOD, dynamic range, and bandwidth will be measured and ana-
lyzed. Prospects of different measures to further increase the sensitivity and the LOD will be proposed thereafter.

Sensor Design
The presented Love wave sensor is based on a 500 μm ST-cut quartz substrate and is shown in Fig. 1a. The two 
IDT electrode pairs form a delay line of l = 3.8 mm. They are made of 300 nm Au and structured by ion-beam 
etching to a doublefinger structure of 25 pairs with a periodicity of 28 μm and a finger width of 3.5 μm. A 12 nm 
Cr layer above and below the Au serves as an adhesion promoter. The propagation direction of the wave is orthog-
onal to the X-axis of the ST-cut quartz wafer. In this configuration only shear waves are excited23. A layer of 4.5 μm 
thick SiO2 is deposited with a PECVD process and covers the IDTs and the delay line, and is angled at both ends 
to prevent multiple transient signals. The structure acts as a guiding layer and leads to a concentration of the wave 
energy in the magnetic material. The magnetostrictive material (Fe90Co10)78Si12B10 is deposited with a thickness 
of 200 nm by magnetron sputtering on the delay line and structured using a lift-off process. During deposition a 
magnetic field is applied along the Y-axis to saturate the film and introduce an easy axis of magnetization. Below 
and above the magnetic layer a 10 nm Ta layer is deposited to promote adhesion and prevent oxidation.

Microwire 
fluxgate

Giant 
magnetoimpedance

Atomic 
magnetometer

Anisotropic 
magnetoresitive

Resonant 
ΔE-effect

LOD at 1 Hz 1.5 pT/ Hz 6 3 pT/ Hz 7 10 fT/ Hz 8 1 nT/ Hz 9 300 pT/ Hz 10

Frequency Bandwidth 400 Hz6 70 kHz11 100 Hz8 1 MHz9 5 Hz10

Range 1000 nT6 ±100 μT11 15 nT8 ±0.5 mT9 >1 μT10

Table 1. Overview of compact high resolution magnetometers that operate at ambient temperature. A range 
above 50 μT enables unshielded operation. Biomagnetic applications require a detection limit below at least 10 
pT/ Hz.

Figure 1. Sensor design and modeled structural sensitivity. (a) A Love wave surface acoustic wave sensor based 
on ST-cut quartz substrate and a 4.5 μm SiO2 guiding layer. The 200 nm magnetostrictive material FeCoSiB is 
deposited between the transducers on top of the delay line with a length l of 3.8 mm. The interdigital transducers 
have a periodicity p of 28 μm. (b) Simulation of structural sensitivity Sstr for different guiding layer thicknesses 
and a 200 nm thick magnetostrictive layer. The sensitivity of the fabricated device (indicated by blue dot) is close 
to the maximum sensitivity at 10 μm.
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The overall sensitivity S of the sensor is the product of several major contributions that are introduced here 
and discussed in detail in the following sections. The sensitivity of the magnetic material

=
∂
∂

S G
H (1)mag

corresponds to the change in the shear modulus G in the presence of an external magnetic field H. Smag depends 
on the magnetostrictive properties of the material, the orientation of the magnetic easy axis, the directions of the 
wave propagation, and external magnetic field, respectively. How much the change in shear modulus affects the 
velocity v of the surface wave is expressed by a structural sensitivity

=
∂
∂

.S v
G (2)str

Sstr is influenced by the vertical structure of the device that influences the confinement of the wave as well as the 
contribution of each layer. According to the FEM-simulation results shown in Fig. 1b an even higher factor of 3.16 
could be achieved by choosing an 10 μm thick guiding layer, but was not carried out because of process limita-
tions. The chosen thickness of 4.5 μm still increases the structural sensitivity Sstr by a factor of 2.54 to 1.07 m/s

GPa
.

The phase shift per change in wave velocity depends on the geometric sensitivity Sgeo
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In combination, these three contributions lead to the overall sensitivity
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Electrical Properties
Figure 2 shows the measured scattering parameters of the fabricated Love wave SAW sensor, which were deter-
mined with a vector network analyzer at zero bias flux density Bbias = 0 T.

Prior to the measurements, the electrical impedance of each port was matched to the system’s impedance of 
50 Ω. Hence, the return loss was reduced, slightly different for each port due to component tolerances, between 
−13 dB and −15 dB in the passband around the center frequency of 147.2 MHz. However, in the same frequency 
band an insertion loss of about −20 dB was obtained, which is typical for Love wave delay line sensors28,29. The 
total phase angle decreases virtually linear over a frequency range of 7.6 MHz between 143.4 MHz and 151 MHz 
with a slope of ∂ϕ/∂f = −460 °/MHz corresponding to a time delay of τSAW = 1/(2π) ⋅ ∂ϕ/∂f = 1.28 μs. Due to its 
insertion loss, the SAW device is only usable as a sensor within the 3 dB bandwidth from 145 MHz to 149.4 MHz 
since the signal-to-noise ratio (SNR) decreases with increasing attenuation30.

Magnetic Properties
The origin of the magnetic field-induced phase shift can be directly attributed to the change of effective stiffness 
constants of the ferromagnetic film. The effective stiffness constants are functions of magnetization, and there-
fore depend on the direction and amplitude of the external magnetic field H and the magnetic easy axis (EA) 

Figure 2. Scattering parameters of the SAW device measured with a vector network analyzer at Bbias = 0 T.  
(a) The passband of the SAW device around the center frequency of 147.2 MHz offers a 3 dB bandwidth of 
4.4 MHz, where the insertion loss is approximately −20 dB. (b) The phase decreases virtually linear with a slope 
of −460 °/MHz.
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orientation. In the following, a magnetomechanical mean field model is used to quantify the magnetic properties 
of the ferromagnetic film and derive consequences for sensor optimization later on.

The magnetic mean field model is based on an ensemble of simple uncoupled Stoner-Wohlfarth particles. For 
each particle, the static equilibrium magnetization M0 is obtained by minimizing the internal energy density. A 
distribution of the effective anisotropy energy density Keff and of the easy axis orientation γi is used to approxi-
mate the magnetization distribution. A standard distribution for Keff with standard deviation δ and a van Mises 
distribution with dispersion parameter κ for the dispersion of the effective easy axis is assumed. Hence, an ideal 
magnetic film is described by a small δ and a large κ. Distributions may arise from local stray fields, local stresses, 
or an intrinsic distribution of the easy axis, e.g., from the deposition process. For the simulation of magnetic hys-
teresis curves, the magnetization of all particles is averaged. Following the approach by Mater31, the magnetoelas-
tic wave results in a small dynamic perturbation, which justifies an expansion of the enthalpy density around the 
static equilibrium. The effective stiffness tensor C can be described by a constant, magnetization-independent 
part Cm and a superposed magnetization-dependent part ΔC. The stiffness correction tensor ΔC is then obtained 
from the derivatives of the enthalpy density with respect to the magnetization orientation. These derivatives 
depend on M0 and are obtained from the magnetic mean field model. For our specific axis configuration, this 
approach reduces to the Zhou model as described previously26. Because M0 is a function of space, the effective 
stiffness is also considered as a local property and underlies a spatial distribution. As input for the mechanical 
model, these values are averaged.

To obtain the structural sensitivity Sstr from the derived magnetic-field-dependent shear modulus, the con-
centration effect of the wave at the surface due to the changed shear modulus has to be considered. Hence, an 
FEM model is used to calculate the wave properties. The propagation region depicted in the schematic of Fig. 1a 
consists of a horizontally layered stack of a quartz substrate, a SiO2 guiding layer, and a magnetostrictive layer. 
Assuming isotropic material parameters, the structure may be approximated by only considering the z depend-
ence. The solution to the one-dimensional problem is given by the following differential equation for the displace-
ment U(k, z, ω)32

ω ρ ω












= −
d
dz

G z dU
dz

k G z z U k z( ) [ ( ) ( )] ( , , )
(5)

2 2

with the shear modulus G, the wave vector k, and the density ρ. The anisotropic parameters of the ST-cut quartz 
substrate and the magnetostrictive layer are reduced to isotropic values for this simulation. The neglected stress 
components are lower by at least a factor of 10 than the considered component. Therefore, the error made by this 
simplification does not influence the general behavior as shown by the small deviation between measurement 
and simulation in Fig. 3. Eq. (5) is solved numerically with the FEM software package Comsol Multiphysics. To 
obtain the structural sensitivity Sstr at the operating point, the first derivative of the simulated wave velocity v is 
calculated at the maximum of the sensitivity Smag of the material. The model results are shown in Fig. 1b for a 
variation of the guiding layer thickness.

Hard axis magnetization curves of the complete ferromagnetic film were recorded using large-view 
magneto-optical Kerr effect (MOKE) microscopy33. The measured data are shown in Fig. 3a as dot and cross 
symbols. The magnetic model was fitted to the MOKE data to extract the magnetic material parameter (solid 
and dashed lines). For the fit, an effective distribution of the easy axis of magnetization of κ = 5500 is used. With 

Figure 3. Characterization and modeling of the SAW device. (a) Measured magnetization curve of the SAW 
device using MOKE magnetometry (dot and cross symbols) together with the modeled magnetization curve 
(solid and dashed lines). (b) Modeled ΔG with a minimum of −30 GPa at 0 mT. This corresponds to 55% change 
relative to the value at fixed magnetisation Gm. With these data, the change of phase is calculated using the 
mechanical model. (c) Measured phase shift of the SAW device per magnetic field and corresponding insertion 
loss at the center frequency of 147.2 MHz. All arrows in the legends represent the direction of the magnetization 
process starting from a magnetically saturated state.
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δ = 300 J/m3 a broad effective anisotropy distribution is described around a mean value of Keff = 1.3 kJ/m3. As a 
result, a magnetoelastic coupling factor of bγ,2 = −12.7 MPa is obtained, corresponding to a positive saturation 
magnetostriction. This value is slightly larger compared to previously reported results for FeCoSiB thin films13.

In Fig. 3b the resulting function of ΔG is shown. It resembles a V-shaped curve, which is consistent with 
the results of other authors but exceeds the maximum absolute change of G by a factor of about two26. Note that 
ΔG < 0 MPa for all values of the magnetic field, as a direct consequence of the averaging procedure. From ΔG the 
maximum slope at a magnetic bias field of μ0H = 0.4 mT is directly obtained, resulting in a magnetic sensitivity 
of Smag = 36.8 GPa/mT.

From the variation of shear modulus, the phase is calculated as a function of H using the mechanical model. 
For Love waves, the dominant component of C is expected to be the shear modulus G. Consequently, the func-
tions of the modeled phase and shear modulus are of similar overall appearance, as shown in the figure. In Fig. 3c 
the measured phase shift of the SAW is plotted together with the insertion loss. This loss can be attributed to peri-
odic changes of the magnetization by magnetoelastic coupling to the surface wave. The magnetization changes 
lead to the formation of eddy currents that dissipate the energy by Joule heating. An identical maximum phase 
shift of 340° is obtained and a similar general behavior for measurement and simulation is confirmed. From the 
slope of the measured phase we obtain a maximum sensitivity of S = 504 °/mT, which is in agreement with S as 
calculated from the modeled data with an accuracy about 10%. Deviations are expected to arise from local stress 
anisotropies or stray fields that result in slightly different distribution functions.

Sensor System
The electronic readout circuit is depicted in Fig. 4. A sinusoidal carrier signal sc(t) is injected into the sensor with 
a frequency fc within the SAW device’s passband. Through the magnetic field-dependent travelling time and, thus, 
the phase shift of the carrier, the magnetic flux density Bac(t) can be measured. The sensor’s output signal is given by

π µ φ φ∝ + ⋅ ⋅ + +−s t f t S B t t t( ) cos(2 ( ) ( ) ( )), (6)sensor c ac 0
1

c SAW

where S is the sensitivity defined in Eq. (4). The measurement results in S = 264°/mT which is about a factor of 
two smaller than what was derived from Fig. 3c. However, the deviation is within the variation between the var-
ious tested samples. The measurement is impaired by the phase noise φc(t) of the carrier signal and by random 
phase fluctuations of the SAW device φSAW(t). To minimize the phase noise contribution of the sensor electronics, 
the carrier sc(t) is derived from the output of a numerically controlled oscillator (NCO) at 50 kHz (phase noise at 
−128 dBc/Hz at an offset frequency of 10 Hz, cf. Figure 5b), which is upconverted to the SAW device’s passband 
by means of a single sideband (SSB) upconverter and a local oscillator sLO(t). The single sideband upconverter 
suppresses an undesired sideband which would fall into the passband of the SAW device. Otherwise the phase 
measurement after the downconversion process would be distorted. Sufficient sideband suppression is achieved 
by adjustment of amplitude and phase of the SSB drive signals in the digital domain. The sensor output signal 
ssensor(t) is amplified and downconverted to the original frequency of 50 kHz by means of a double sideband mixer 
(DSB) using the same local oscillator sLO(t). Thus, the phase noise φc(t) of the carrier is largely suppressed. The 
degree of suppression depends on the delay time of the SAW device τSAW

34. For the Love wave SAW sensor with 
typical delay times between 1 μs and 2 μs presented here, LO phase noise is reduced by approximately 80 dB for an 
offset frequency of 10 Hz and by approximately 60 dB for an offset frequency of 100 Hz, respectively35. The local 
oscillator utilized here has a phase noise of −80 dBc/Hz and −95 dBc/Hz, respectively, and is therefore — after 
downconversion — well below the phase noise of the low-frequency 50 kHz signal. Final phase detection is car-
ried out digitally. The bidirectional conversion between the analog and the digital domain is performed by high 
resolution 24-bit converters at a sample rate of 192 kHz.

Figure 4. Readout circuit with inherent phase noise suppression. A low phase noise signal of a numerically 
controlled oscillator (NCO) at 50 kHz is transposed to the operating frequency range of the SAW device and 
received using a floating local oscillator, which eliminates the phase noise of the local oscillator. To avoid 
distortions due to an undesired sideband, a signal sideband upconverter is used. Phase detection is achieved in 
the digital domain after analog-to-digital conversion.
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Due to the chosen operating frequency of 50 kHz, the bandwidth of the sensor system is limited to this fre-
quency. In general, the SAW bandwidth permits a system bandwidth up to 2 MHz by using a higher operating 
frequency. However, other limiting factors can appear. A trade-off between the system noise due to the NCO and 
the bandwidth must be found for the chosen application.

In Fig. 5a the equivalent magnetic noise floor achieved with the sensor system is shown. It was measured 
inside a magnetically and mechanically shielded chamber36. At 10 Hz and 100 Hz equivalent magnetic noise levels 
of 250 pT/ Hz and 80 pT/ Hz, are achieved, respectively. These values are well within the 100 pT/ Hz range of 
thin-film ΔE-effect sensors20, but the bandwidth is far higher.

Obviously, the measured equivalent magnetic noise density in Fig. 5a is degraded by 1/f noise in the 
low-frequency regime. This contribution originates from the SAW sensor itself, which is a common phenome-
non37–39. However, the origin of this noise contribution is presently not well understood39. With the same method 
as proposed by Baer39 the phase noise of the SAW sensor presented here was measured for Bbias = 0 T after the 
measurement setup was carefully calibrated40. The result is shown in Fig. 5b. Power line spurs and subharmonics 
can be seen and must be disregarded when analyzing the data. The measurement reveals a single sideband phase 
noise level of −115 dBc/ Hz for an offset frequency of 10 Hz. The value is 10 dB40 to 20 dB38 higher than phase 
noise densities previously reported in the literature. However, these values are not directly comparable due to 
different structures, delay times, and operating frequencies of the various SAW devices. Further investigation with 
respect to the phase noise properties of Love wave SAW sensors is required. A lower phase noise would directly 
result in an improved LOD.

In many applications the dynamic field range is of extreme importance. Biomagnetic measurements without 
magnetic shielding, which is, e.g., mandatory for any long-term monitoring, would require differential measure-
ments to extract the biomagnetic signals from the million-times higher noise background. Thus, a dynamic range 
of at least 120 dB is required for these measurements. In the case of current sensors, such as for electro-mobility 
applications, there is again the need to measure both very small leakage currents and very high currents under full 
load using the same sensor. Figure 5c shows the linear response of the phase demodulated signal of the Love wave 
SAW sensor. Across a range of 120 dB (approximately from 100 pT to 100 μT) linear behaviour is achieved. The 
intercept point of the linear response at fac = 10 Hz and the nonlinear response, measured by the first harmonic 
response at 2fac = 20 Hz, is not reached for magnetic amplitudes ˆ < μB 100 Tac . Hence, the sensor is suitable for 
unshielded measurements since it would not be saturated by earth’s magnetic field.

Sensitivity Improvement
To improve the sensitivity of the Love wave magnetic field sensor described here, various strategies can be fol-
lowed. Because the readout electronics are not the dominating noise of the sensor system, the sensitivity of the 
sensor has to be increased or its intrinsic noise level has to be lowered to achieve a higher SNR. A first approach in 
order to increase the sensitivity is to improve the structural sensitivity Sstr, which could be achieved either with a 
thicker magnetic layer, a thicker guiding layer, or a shorter wavelength. According to Fig. 6a the sensitivity can be 
increased significantly for a magnetostrictive layer thickness of 400 nm by a factor of 3 to 20 by reducing the wave-
length to 20 μm or 10 μm, respectively. A second measure to improve the structural sensitivity would be thicker 

Figure 5. SAW device noise and linearity characteristics. (a) Equivalent magnetic noise floor of the 
demodulated output signal shows the frequency dependent LOD. At 10 Hz an equivalent magnetic noise of 250 
pT/ Hz and at 100 Hz a value of 80 pT/ Hz are achieved. The LOD is degraded by 1/f noise at low frequencies. 
(b) The measured single sideband phase noise of the 50 kHz SSB upconverter input signal reveals a 10 dB lower 
phase noise value at 10 Hz than the contribution of the SAW sensor itself. (c) The response of the phase 
demodulated sensor signal increases linearly over a large range of magnetic amplitudes B̂ac. The linearity (at fac) 
as well as the nonlinearity represented by the first harmonic (at 2fac) is plotted. From amplitudes of 100 μT to 
approximately 250 pT, a linear response is measured. The interception point of the linearity line and the 
progression of the first harmonic is not reached for magnetic amplitudes < μB̂ 100 Tac .
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magnetostricive layers, although this might have conflicting influence on the magnetic properties of the film. A 
reduction of the wavelength by a factor of 2.8 would also multiply the geometric sensitivity by the same factor. 
However, all these measures might potentially increase the insertion loss of the sensor. A compromise between 
delay time and insertion loss has to be made. The insertion loss could potentially be reduced by structuring the 
magnetic film with isolating layers to reduce eddy currents27.

A third approach is to optimize the magnetic properties of the magnetostrictive layer to increase the mag-
netic sensitivity Smag, especially the key parameters of the mean anisotropy energy density Keff and the effective 
anisotropy distribution δ. In Fig. 6b the calculated change ΔG of shear modulus is plotted for the current sensor 
parameters (δ = 300 J/m3), a strongly reduced anisotropy distribution (δ = 50 J/m3) and an additionally reduced 
mean anisotropy energy density (Keff = 700 J/m3). From the first two datasets of Fig. 6b, the influence of δ is 
evident. A reduced dispersion of Keff results in an increase of the two maxima to ΔG ≈ 0 GPa. Additionally, 
decreasing δ reduces the curvature at about 2.5 mT, which becomes a discontinuity for zero δ. Interestingly, the 
region around 0 mT between the two maxima is barely influenced by the distribution. The magnetic working 
point for the sensor is set, where the model predicts identical maximum magnetic sensitivities for both distribu-
tions. Because smaller Keff are prone to static stresses and local stray fields, they are expected to be accompanied 
by larger δ. Hence, the current configuration is advantageous if small mean anisotropy energy densities can be 
achieved. As an example, the third dataset (Keff = 700 J/m3) shows the change of shear modulus with respect to 
magnetic field for Keff additionally reduced by a factor of about two, which yields a corresponding increase in 
sensitivity. If Keff cannot be reduced, the easy axis can be tilted by 90 degrees relative to the propagation direction 
of the wave. In this configuration we expect to approach a singularity instead of a discontinuity for vanishing δ17.  
As a result, the sensitivity is dominated by δ instead of Keff. Initial estimations yield to an improvement of the 
magnetic sensitivity Smag by a factor between 2 and 7, depending on δ. Consequently, future sensor designs must 
make a compromise between small Keff and small δ depending on the axis configuration of the magnetic film. 
Such arguments are similarly valid for an angular distribution of the easy axis. To allow bias field-free operation, 
the magnetic layer could be biased using exchange coupled multilayers, as has been demonstrated for other 
magnetostrictive sensors41.

A fourth method to increase the SNR could be the allocation of several carrier signals within the transmission 
bandwidth of the sensor, provided that the respective noise signal are uncorrelated. The sensor offers enough 
bandwidth for approximately 50 carriers, spaced 100 kHz apart. The signals of these carriers could be processed 
separately and, thus, the noise should be reduced by ≈50 7 according to Reermann et al.42. Thermal cross sen-
sitivity could be reduced with an uncoated delay line as a reference sensor to improve DC stability. A significant 
improvement by two orders of magnitude of the overall sensitivity might be achieved by combination of the 
proposed measures. Nevertheless, a higher sensitivity only increases the signal strength and the goal is always to 
improve the signal to noise ratio. It is possible, that trade offs will have to be made to respond to potential increase 
of noise.

Conclusion
Love wave SAW delay lines present an effective means to utilize the magnetoelastic effect in thin films for mag-
netic field sensing. A comprehensive study of the complete sensor system is presented, including measurements 
and simulations of the electrical, mechanical, and magnetic properties. With a detection limit of ≈100 pT/ Hz 
over a large bandwidth of 50 kHz and a dynamic range larger than 120 dB, the sensor system is a promising addi-
tion to existing sensor concepts. Additionally, there is the potential to greatly increase the bandwidth up to the 
MHz-range. Significant improvements of sensitivity can also be expected by further perusing the Love wave 
concept of wave confinement with thicker and magnetically softer layers, or higher SAW frequencies.

Figure 6. Modeling of potential sensitivity improvements. (a) Normalized structural sensitivity Sstr for different 
magnetostrictive (MS) layer thicknesses and different periodicities of the IDTs. For thicker MS layers as well as 
for lower wavelengths the sensitivity is improved. (b) Calculated change of shear modulus ΔG for our sensor 
(δ = 300 J/m3), a strongly reduced anisotropy dispersion (δ = 50 J/m3), and a reduced anisotropy dispersion with 
additionally reduced mean anisotropy energy density (Keff = 700 J/m3).
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Methods
Sensor fabrication. The Love wave sensors are based on 500 μm ST-cut quartz wafers (42° 45′ Y-cut) 
for SAW applications. All layers, except the SiO2 guiding layer, are deposited by magnetron sputtering using 
a von Ardenne CS730 S sputtering system. Cr and Au are deposited by DC sputtering. The magnetostrictive 
layer is deposited by RF sputtering with a target composition of (Fe90Co10)78Si12B10 while applying a magnetic 
field of 100 Oe. Lift-off of the magnetostrictive layer is performed with the negative photoresist AZ nLof 2070 
from MicroChemicals. For ion-beam etching of the IDT structures, the positive photoresist AZ 1518 also from 
MicroChemicals is used. The SiO2 layer is deposited by a PECVD process with a SENTECH SI 500 PPD tool and 
afterwards structured by an ICP-RIE etching process.

Magnetic measurements. The magnetic measurements of Fig. 3 are performed at a temperature of 21 °C 
in the center of a pair of 10 cm Helmholtz coils. The magnetically induced phase shift is averaged from 25 meas-
urements between 148 and 149 MHz with a lock-in amplifier (Zurich Instruments UHFLI) to compensate for 
small non-linearities in the device relation of phase and frequency. The non-linearities are attributed to electrical 
feedthrough and also cause the fine ripple in the scattering parameters.

Model and Material Properties. With regards to the magnetic model, the internal energy density h is 
minimized for each Stoner-Wohlfarth particle. It can be described using Einstein notation by15,43

α γ µ α β= ′ ′ − ′ ′.h K i i HM i isin [arccos( )] (7)eff
2

0 s

Here αi′,βi′ and γi′ denote the direction cosines of the equilibrium magnetization, the applied magnetic field with 
amplitude H, and the easy axis orientation vector with respect to the coordinate axes. Keff is the effective aniso-
tropy energy density constant of first order. All clamping effects and initial stress contributions are taken into 
account by Keff. For the saturation magnetization Ms, we used μ0Ms = 1.5 T44. Furthermore, we assume in-plane 
magnetization. The magnetoelastic coupling coefficient bγ,2 is defined according to Callen and Callen45.

The mechanical model for the Love waves is described by Eq. (5) and is calculated using Comsol Multiphysics with 
the following boundary conditions: the bottom interface is clamped (displacement u = 0) and the top interface is a free 
surface (stress σ12 = 0). At the layer interfaces, continuity of displacement and stress is required. The anisotropic param-
eters of the ST-cut quartz substrate are reduced to the isotropic values GQuartz = 49.2 GPa, ρQuartz = 2650 kg/m3 for this 
simulation. For the mechanically isotropic magnetostrictive layer, we use EMS = 150 GPa, νMS = 0.38 and ρMS = 7250 kg/
m3, which results in GMS = 54.3 GPa for the shear modulus at fixed magnetization. For the amorphous, isotropic guiding 
layer, the following parameters are used: = .E 77 6 GPaSiO2

, ν = .0 1638SiO2
, and ρ = 2200 kg/mSiO

3
2

. For the mag-
netic sensitivity, a value of Smag = 36.8 GPa/mT was determined from the modeled change of G depicted in 3b at the 
operating point of μ0H = 0.4 mT. The structural sensitivity is depicted in 1b with a value of Sstr = 1.07 m/s

GPa . For the calcu-
lation of Sgeo the following parameters were used: a delay line length l = 3.8 mm, a frequency f = 147.2 MHz and a wave 
velocity of v = 4220 m/s. The overall sensitivity derived from model and simulations is S = 450°/mT.

Electrical properties. To measure the scattering parameters of the Love wave SAW sensor, the vector net-
work analyzer E8361A from Agilent Technologies is used. Prior to the measurements, both ports of the sensor are 
matched to 50 Ω by means of a parallel capacitor of 22 pF and a series inductor of 202 nH (as seen from the 50 Ω 
ports into the sensor ports).

Readout circuit. The readout circuit is mainly composed of various components from Mini-Circuits. The SSB 
upconverter consists of a 2-way-90° power splitter ZMSCQ-2-180+ at the input and a 2-way-0° combiner ZMSC-
2-1W+ at the output. In-between, two level 17 mixers ZAD-1H+ perform the frequency conversion. The downcon-
version is realized by a level 7 mixer ZP-3+ after the output signal of the SAW is amplified by a low noise amplifier 
ZFL-1000LN+. For the floating LO an SMBV100A vector signal generator from Rohde & Schwarz is utilized. The 
bidirectional conversion between the analog and the digital domain is performed by a high resolution 24-bit converter 
RME Fireface UFX at a sample rate of 192 kHz. The digital signals are processed in the in-house built real-time frame-
work KiRAT (Kiel Real-time Application Toolkit) as well as in MATLAB. The sinusoidal oscillator signals at 50 kHz, 
ahead referred to as NCO, are calculated in real-time by means of the CORDIC trigonometric computing technique46.

Equivalent magnetic noise floor. The equivalent magnetic noise floor is measured with the use of a cali-
brated solenoid. With the calibration information and the measured transfer function a scaling-based equaliza-
tion on a scaling is performed in the time domain after the demodulation process with the help of an in-phase and 
quadrature (IQ) approach. Due to this processing, a signal with the unit Tesla equivalent to the applied magnetic 
field is generated. The length of the recorded signal is set to 30 s.

To determine the power spectral density (in units of T2/Hz), Welch’s method47 is used. Based on the utilized 
flattop window and the FFT order of 8 times the sample rate, the effective noise bandwidth (ENBW) is set to a 
value of 0.47 Hz, which is taken into account in the power spectral density estimation. The overlap is set to three 
quarters of the FFT order. To obtain the amplitude spectral density (in units of T/ Hz), which represents the 
magnetic noise floor, the square root is taken.
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6.1 Influence of Quality factor
The quality factor Q is a major parameter for the design of any resonator. This factor depends
on a multitude of different geometric, material, and operating parameters based on various ef-
fects mentioned briefly in Section 3.3. Combined with the resonance frequency, Q determines
the bandwidth of the resonator and the displacement amplitude around the resonance frequency.
A large Q corresponds to a small bandwidth (c.f. Section 2.2), but a large displacement am-
plitude in resonance may increase the output signal amplitude of the sensor. A compromise
may be achieved between a large signal amplitude and sufficient bandwidth. The dependence of
the signal amplitude on Q is nontrivial because the sensitivity and signal amplitude are largely
determined by the electromechanical properties rather than the mechanical properties. In addi-
tion, sensor-intrinsic noise is connected inherently with Q and can contribute to a complicated
dependency of the LOD as a function of Q.

The discussion in this section will confirm that the Q for the beam resonators used is mostly
dominated by air damping and can be tuned and increased by operating under vacuum con-
ditions. The behavior of the signal, noise, and the LOD as functions of Q are investigated
theoretically and experimentally with several cantilever ∆E-effect sensors. The sensors are op-
erated under different vacuum pressures and analyzed with a signal-and-noise model to assess
the quality factor as a potential parameter for tuning the sensing characteristics. General im-
plications for the sensor development are derived.
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ABSTRACT

Recently, there has been much interest in magnetoelectric magnetic field sensors utilizing the delta-E effect. Such sensors are fully integrable
and combine the advantages of high sensitivity at low frequencies with broad bandwidth. Here, we report the influence of the quality factor
Q on the signal-to-noise ratio of magnetoelectric magnetic field sensors utilizing the delta-E effect. The sensor consists of a silicon cantilever
covered by a magnetostrictive and a piezoelectric thin film. The magnetization-dependent elasticity of the magnetostrictive film leads to
detuning of the sensor’s resonance, which is excited and read out via the piezoelectric layer. The signal-to-noise ratio is experimentally ana-
lyzed as a function of the quality factor, the excitation amplitude and the signal frequency. The results are compared with a signal and noise
model to describe general tendencies. The model demonstrates that, in contrast to the conventional direct operation of magnetoelectric sen-
sors, an improvement in the limit of detection proportional to Q3/2 can be achieved if thermal-mechanical noise is dominant. The relation-
ship still holds for frequencies far away from the resonance frequency. This reveals the potential for improving the limit of detection
significantly by increasing the quality factor, if magnetic and electronic noise can be suppressed.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5096001

The detection of magnetic fields in the subpicotesla regime for
frequencies below 100Hz is of interest for medical diagnostics and
potential therapies.1–3 Up to now, mainly SQUID magnetometers4 are
used. Because they need liquid helium cooling, the equipment costs
are huge and they have a limited local resolution, thus creating the
demand for alternative technologies for magnetometers. Significant
progress has been achieved with atomic magnetometers,5,6 which in
turn need to be heated and are complicated to fabricate. In the future,
another alternative could be magnetoelectric composites,7,8 which
show limits of detection (LOD) of 20 pT/Hz1/2 for 1–10Hz for centi-
meter sized sensors.9 Magnetoelectric sensors can be processed on a
large scale by MEMS technology with dimensions in the range of a few
micrometers10,11 to a few millimeters,12 thus reducing equipment costs
and improving the local resolution. The magnetic field is detected by
using either the magnetoelectric effect in resonance,13 frequency con-
version techniques,14,15 or the magnetoelastic properties of the magne-
tostrictive part via the delta-E readout scheme.11,16,17 With the last, we

have shown recently that resonant magnetoelectric composites made
from piezoelectric AlN and magnetostrictive FeCoSiB thin films on
thin silicon substrates possess the capability of measuring small mag-
netic fields on the order of 100 pT/Hz�1/2 for frequencies from 10 to
100Hz.18 For the magnetoelectric effect in resonance, an increase in
the quality factor, e.g., by operation in vacuum (pressures <0.1 mbar),
increases the magnetoelectric signal-to-noise ratio (SNR) in resonance
by

ffiffiffiffi
Q
p

: This is because in resonance the signal increases linearly with
Q ðRef : 19) and the dominating thermal-mechanical noise of the
cantilever scales in resonance by

ffiffiffiffi
Q
p

:20 For the delta-E-operation
scheme, the behavior of the signal and the noise is different and dis-
cussed here.

In this work, the signal and the noise are analyzed experimentally
and theoretically for thin film magnetoelectric sensors with similar
designs and properties. The sensitivity is analyzed under both atmo-
spheric and vacuum conditions. These measurements are compared
with a signal and noise model in the second part. Finally, the optimum
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limit of detection (LOD) is measured and general trends are derived
from the model.

All sensors consist of a 50lm thick, 3mm long poly-silicon can-
tilever, covered by a 2lmAlN piezoelectric layer and a 2lmmagneto-
strictive film of amorphous (Fe90Co10)78Si12B10. The process details
are published in Ref. 21. During the delta-E operation, the cantilever is
electrically excited to oscillate close to the mechanical resonance by
applying a sinusoidal voltage uex to the piezoelectric layer with a fre-
quency fex. A change in the magnetic field leads to a shift of the reso-
nance frequency fr, which results in a corresponding frequency shift of
the admittance characteristic. Consequently, an alternating magnetic
field modulates the current through the sensor. The current is mea-
sured as the voltage u by utilizing a charge amplifier. It is equipped
with an additional JFET input stage to lower the amplifier’s noise con-
tribution.22 In a small signal approximation, the measured voltage is

u tð Þ / ûex Ŷ 0 þ SamBac

� �
� cos 2pfext þ /0 þ SpmBac

� �
: (1)

Here, ûex is the amplitude of the excitation voltage. Ŷ 0 :¼ jY fex;ð
BbiasÞj is the magnitude of the electrical admittance and /0 :¼ / fex;ð
BbiasÞ is the zero-phase angle, both at fex and the magnetic dc bias flux
density Bbias. The alternating magnetic flux density Bac modulates both
the amplitude u via the amplitude sensitivity Sam and the phase via the
phase sensitivity Spm. They are defined as

Sam ¼ SmagSel;am :¼ dfr
dB

����
B¼Bbias

djY j
df

����
f¼fex

; (2a)

Spm ¼ SmagSel;pm :¼ dfr
dB

����
B¼Bbias

d/
df

����
f¼fex

; (2b)

with the AM electrical sensitivity Sel;am and the PM electrical sensitivity
Sel;pm. The phase angle of the electrical admittance Y is denoted /. The
magnetic sensitivity Smag for the described sensor is about 60Hz/mT
under an optimum magnetic bias field Bbias ¼ 0:65mT. Further details
about the readout and demodulation schemes are described in Ref. 23.

To analyze the influence of the quality factor on the sensitivities,
the sensor’s admittance is modeled by a modified Butterworth van
Dyke (mBvD) equivalent circuit.21 It consists of a series resonant cir-
cuit (Lr; Cr; Rr) in parallel to the sensor’s capacitance Cme and resis-
tance Rme. The circuit parameters are determined for atmospheric
(atm) and vacuum conditions (vac, pressure �10�5 mbar) by fitting
the model to admittance measurements performed at Bbias (Fig. 1).
The parameters extracted from the fit are given in Table I.

With those values, the quality factor of the mechanical resonator
is calculated via Q ¼ R�1r ðLr=CrÞ1=2. By operation in the vacuum, the
quality factor of the considered sensor at Bbias increases from roughly
1000 by a factor of about 4 to around 4000. The increase can mainly
be attributed to the reduction of viscous air damping. It can be
deduced from the analysis of the quality factor as a function of pres-
sure p (Q � p�1=2) and comparison with theoretical calculations.24,25

As reported in Ref. 21, the quality factor also depends on the magnetic
bias field. For the sensor used, a decrease in the quality factor by 10%
can be observed at Bbias relative to magnetic saturation. This behavior
is independent of the operation pressure and results probably from
magnetoelastic loss mechanisms during the oscillation. Due to reduced
damping, the resonance frequency shifts from 7597Hz (atm) to
7622Hz (vac).

The increase in Q leads to a steeper and larger sensor admittance
magnitude and a steeper phase angle, as shown in Fig. 1, as a direct
consequence of reduced losses of the mechanical resonator. A higher
Q increases the contribution of the serial RCL circuit to the admittance
relative to the contribution of the constant parallel capacitance Cme.
Hence, at largeQ, the excitation in resonance occurs closer to the max-
imum of jY j and the inflection point of /. In the vacuum, the maxi-
mum Sel;am is increased by a factor of 11 and the maximum Sel;pm by a
factor of about 6. At the chosen operation frequency fex ¼ fr, these
maximum electrical sensitivities are not reached. Here, Sel;pm
increases by a factor of about 5.6, whereas Sel;am increases only by a
factor of about 5. With absolute values of Sel;am ¼ 3:3lS/Hz and
Sel;pm ¼ 0:85 rad=Hz ¼ 48:7 deg=Hz at fr in the vacuum, the signal is
modulated in both the amplitude and the phase.

To analyze the impact on the resulting signal and noise, a sinu-
soidal magnetic signal with an amplitude of 1 nT was applied with a
frequency of fs ¼ 2Hz. For the excitation in mechancial resonance, an
amplitude ûex ¼ 1mV was used. From the amplitude density spec-
trum in Fig. 2, the noise around the resonance frequency increases by
a factor of �

ffiffiffiffi
Q
p

, as expected from the thermal-mechanical noise in
the noise model.26 Away from the resonance frequency, the noise
under vacuum conditions is slightly lower than at atmospheric pres-
sure. Due to the increased Ŷ 0 under vacuum, the corresponding car-
rier amplitude is also a factor of about 3 times larger.

In Fig. 2, the sidebands in the vacuum increase by a factor of �8,
which is due to the increased sensitivities under vacuum compared to
atmospheric conditions. To fully explain the behavior of the signal

FIG. 1. Measured magnitude jY j and phase angle / of the electrical admittance of
the sensor at Bbias under atmospheric (atm) and vacuum (vac) conditions. The
dashed vertical lines mark the mechanical resonance frequencies at 7597 Hz and
7622 Hz.

TABLE I. Equivalent circuit parameters under atmospheric (atm) and vacuum (vac)
conditions obtained from measurements at Bbias ¼ 0:65 mT. Cme is constant within
the accuracy of the fit.

Q Lr (H) Cr (fF) Rr ðkX) Rme (MX) Cme (pF)

atm 1000 4922.3 89.163 229.81 54.077 63.08
vac 4000 3986.4 109.38 47.675 33.334 66.88
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amplitude with the quality factor, the limited frequency bandwidth must
also be considered. For the sensor employed, the bandwidth decreases
from 3.7Hz under atmospheric pressure to 1Hz under vacuum.
Consequently, the decreasing bandwidth is expected to counteract the
advantage of increased sensitivity at large Q. For delta-E effect sensors,
this could generally be avoided by choosing larger resonance frequencies.

To gain general insights, a signal and noise model is used. The
unfiltered output signal is modeled using Eq. (1). To obtain sensitivi-
ties depending on the quality factor, the sensor resistance is calculated
via Rr ¼ Q�1ðLr=CrÞ1=2. The other mBvD parameters are obtained as
mean values from impedance measurements of sensors with varying
quality factors resulting from the vacuum, atmospheric pressure or
changes in the magnetic working point. In this approximation, the res-
onance frequency stays constant with Q. From the calculated admit-
tances, the sensitivities at the respective excitation frequencies are
obtained. The band pass behavior of the sensor around its mechanical
resonance frequency is described by a first order Bessel filter23 with a
cut-off frequency f�3 dB ¼ fr= 2Qð Þ after Mertz.27

Calculations are made with an excitation amplitude ûex ¼
50mV and a typical magnetic sensitivity of Smag ¼ 60Hz=mT. In Fig.
3(a), a modeled signal with a frequency of 0.1Hz is compared with the

data from impedance measurements of three exemplary sensors (A, B,
and C). Model and measurements are in good agreement. The main
deviations can be attributed to a slightly different electrode geometry
of sensor B, but the overall trend is conserved. The sensor’s resonance
frequency is assumed to be constant because the change due to opera-
tion in the vacuum is only 0.3%.

The strongly decreasing bandwidth is shown in Fig. 3(b), together
with the signal amplitude normalized to the value at Q¼ 1000 (ûnorm)
for signals of various frequencies. At 2Hz and Q¼ 4000, the signal
amplitude is increased by a factor of about 8, consistent with the mea-
surement in Fig. 2. Compared to the case without the lowpass filter
(frequencies well below the bandwidth), the signal amplitude is already
strongly reduced.

To describe the general trend of the signal amplitude as a function
of Q, a function g ¼ aQ2 is fitted to the data obtained from the model.
From the fit, the signal voltage increases quadratically for signal frequen-
cies well below the bandwidth, as shown in Fig. 3(b) for the normalized
signal amplitude ûnorm. The quadratic increase occurs although the sen-
sitivities are linear functions of Q, because Ŷ 0 and /0 change with Q as
well. With increasing signal frequency, the quadratic coefficient
decreases due to the filter inset [Fig. 3(b)]. At fs ¼ 10Hz, ûnorm can be
approximated by a linear function. At intermediate frequencies, higher
order coefficients are additionally required for a satisfying polynomial
description. Within the assumptions, such behavior is independent of
the excitation amplitude. The complete signal amplitude is plotted in
Fig. 4(a) as a function of the signal frequency and the quality factor.

For comparison, the thermal-mechanical voltage noise density is
plotted in Fig. 4(b) for the same parameter space, calculated from the
model published in Ref. 26. Other noise sources, such as thermal-
electrical and magnetic noise, are not included. Hence, it represents
the theoretical minimum noise level for the given geometry and the
materials parameters at room temperature.

The measured signal-to-noise ratio (SNR) and the signal ampli-
tude density as functions of the excitation voltage amplitude ûex are
shown in Fig. 5(a) for a signal frequency of 10Hz. For small ûex, the
noise floor is almost constant, independent of the operating pressure.
The signal amplitude increases proportionally to ûex and is a factor of
4 higher in the vacuum, which matches the model in Fig. 3(b).

At large excitation amplitudes of ûex � 48mV, the noise level
under atmospheric pressure starts to increase roughly linearly.
Simultaneously, the slope of the signal amplitude is reduced due to a
shift of the magnetic working point. Under vacuum conditions, this
behavior sets in at ûex � 11mV, about 4 times earlier than under

FIG. 2. Amplitude density for a sinusoidal signal with an amplitude of 1 nT and a
frequency of fs ¼ 2 Hz under atmospheric (atm) and vacuum (vac) conditions. The
excitation amplitude is ûex ¼ 1 mV. Noise model according to Ref. 26, extended by
the low noise charge amplifier from Ref. 22.

FIG. 3. (a) Modeled signal voltage as a function of Q assuming an excitation ampli-
tude ûex ¼ 50 mV and a magnetic sensitivity of 60 Hz/mT (fs ¼ 0:1 Hz). (b)
Normalized signal amplitude ûnorm ¼ û=û ðQ ¼ 1000Þ as a function of Q and the
signal frequency with the lowpass characteristic for fs ¼ 1 Hz and fs ¼ 10 Hz. A
function g ¼ aQ2 is fitted to the signal at 0.1 Hz.

FIG. 4. (a) Amplitude of the signal voltage as a function of the quality factor and the
signal frequency. (b) Voltage noise density for the same set of parameters, based
on the noise model in Ref. 26 assuming a dominant thermal-mechanical noise.
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atmospheric conditions. As discussed in Ref. 26, the increase in noise
is of magnetic origin: With increasing excitation amplitude, the canti-
lever deflection increases and so does the change in magnetization due
to inverse magnetostriction. The alternating magnetization is associ-
ated with magnetic loss and dissipation scaling in our experiments
with the mechanical amplitude. All in all, the inset of magnetic noise
shifts the optimum excitation amplitude from about 48mV under
atmospheric pressure to�11mV under vacuum [Fig. 5(b)].

In Fig. 6, the measured LOD is shown as a function of frequency
for different ûex. At small ûex ¼ 0:2 mV, thermal-mechanical noise
dominates up to 10Hz and the LOD is constant. At frequencies larger
than 10Hz, the constant thermal-electrical noise floor starts to domi-
nate, while the signal is more and more damped by the sensor’s low
pass behavior. This results in an increasing LOD at large signal fre-
quencies. Operation in the vacuum improves the LOD by a factor of 8.
At the optimum excitation amplitudes of ûex � 48mV and
ûex � 11mV, a minimum LOD of about 160 pT=

ffiffiffiffiffiffi
Hz
p

is measured at

10Hz under both atmospheric and vacuum conditions. At low fre-
quencies (<10Hz), the magnetic noise amplified by the resonance
dominates the LOD. With increasing frequency, the magnetic noise
contribution reduces until the thermal-mechanical noise dominates
again. At 2Hz, the LOD is improved by a factor of about 2. In Fig.
7(a), the estimated LOD is plotted as a function of the quality factor
and the signal frequency. The LOD is calculated using the data from
Fig. 4, without considering the magnetic and thermal-electrical noise.
For Q-factors and ûex below the onset of magnetic noise, the model is
consistent with the measurements in Fig. 6. From a fit, the LOD is
found to be/ Q�3=2. This is to be expected, since the signal amplitude
/ Q2, but the noise /

ffiffiffiffi
Q
p

in resonance. Note that the resulting LOD
is constant with the frequency as long as the thermal-mechanical noise
dominates. This behavior results, because the thermal-mechanical
noise and the signal amplitude are equally influenced by the cantile-
ver’s resonance behavior. The simulation emphasizes the potential of
large quality factors if the magnetic noise can be suppressed.

In conclusion, the impact of the quality factor on the signal-to-
noise ratio was shown for the delta-E-readout scheme of magnetoelec-
tric cantilever-based sensors. In the interesting range well below the
cut-off frequency, the signal amplitude increases quadratically with the
quality factor. From the model, the detection limit is / Q�3/2, inde-
pendent of the signal’s frequency, if thermal-mechanical noise domi-
nates. Thus, the delta-E sensor benefits from an increase in the quality
factor Q of the resonator much stronger than conventional magneto-
electric sensors, where the increase is/ Q1/2.

In the present case, the overall limit-of-detection is improved by
a factor of about 2 at 2Hz. The improvement is limited by the earlier
onset of magnetic noise with higher Q. However, by improving the
magnetic layer, i.e., reduction of magnetic noise by using an exchange
bias multilayer as reported in Ref. 12, it should be possible to push the
onset of the magnetic noise to higher excitation voltages. For other res-
onance modes and geometries, the model can be adjusted and will be
investigated experimentally and theoretically in future.

We gratefully thank the German Research Foundation (DFG) for
funding this work by the Collaborative Research Centre CRC 1261
Magnetoelectric Sensors: From Composite Materials to Biomagnetic
Diagnostics.
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136 Chapter 6. Signal and Noise

6.2 Influence of Piezoelectric Material
The previous section indicated that Q can significantly improve sensitivity, and under certain
conditions, the LOD. Another major aspect that influences the electrical admittance of the sen-
sor (and thereby signal and noise) is the piezoelectric material. All ∆E-effect sensors presented
in the previous sections are based on aluminum nitrite, which is a well established piezoelec-
tric material in microelectromechanical systems (MEMS) technology owing to its thermal and
electrical properties and unique compatibility with complementary metal-oxide-semiconductor
(CMOS) technology [396]. The addition of scandium can significantly increase piezoelectric
coefficients [397–399] along with changes in other material parameters such as electric permit-
tivity, and mechanical stiffness [400, 401]. Details on the piezoelectric effect in AlN and AlScN
and a review of other piezoelectric materials can be found elsewhere [402]. The availability of
potential alternatives for AlN opens challenges of selecting an optimum candidate for obtaining
desired sensor properties such as signal, noise, and LOD. Yet, the dependencies of these sensor
characteristics on the mentioned material parameters remain unknown.

In this section, the influence of piezoelectric material parameters on signal, noise, and LOD
is analyzed experimentally and theoretically considering examples of AlN and AlScN.
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ABSTRACT
Magnetoelectric thin-film sensors based on the delta-E effect have widely been reported for the detection of low frequency and small amplitude
magnetic fields. Such sensors are usually fabricated with microelectromechanical system technology, where aluminum nitride (AlN) is the
established piezoelectric material. Here, we present aluminum scandium nitride (AlScN) for delta-E effect sensors instead and compare it
with AlN using two sensors of identical design. The sensors are experimentally and theoretically analyzed regarding sensitivity, noise, limit
of detection (LOD), and resonator linearity. We identify the influence of the dominating piezoelectric coefficients dij and other material
parameters. Simulations and measurements demonstrate that, in contrast to the conventional direct operation of magnetoelectric sensors, a
sensitivity increase∝dij

2 and a LOD improvement∝dij
−1 can be achieved if thermal–mechanical noise is dominant. In the present case, an

8× improved sensitivity and LOD are measured with AlScN at small excitation amplitudes. This factor decreases with increasing amplitude
and resonator nonlinearities. The overall minimum LOD does not change due to an earlier onset of magnetic noise in the AlScN sensor. All
in all, this study reveals the influence of the piezoelectric material on the signal and noise of delta-E effect sensors and the potential of AlScN
to significantly improve sensitivity.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0042448

INTRODUCTION

Detecting small amplitude and low-frequency magnetic fields
is of high interest in the field of biomagnetics and opens promising
prospects for potential medical diagnostics and therapies.1–3 Thin-
film magnetoelectric composite sensors have been investigated for
such purposes.4–7 They can be downscaled with standard micro-
electromechanical system (MEMS) technology and are compatible
with complementary metal–oxide–semiconductor (CMOS) technol-
ogy. Combining with the possibility of room-temperature opera-
tion could make them attractive alternatives8,9 to traditionally used
sensor types10 and atomic magnetometers11,12 in the future.

Detection limits in the range of few pT/
√

Hz13 can be achieved
with the direct magnetoelectric effect yet only in a small bandwidth
of a few Hz around the resonance frequency of the device. One way
to overcome this hurdle is the utilization of modulation techniques
such as the delta-E effect read-out scheme.14 It has widely been
demonstrated in numerous studies15–27 and has shown the poten-
tial of detecting low-frequency magnetic fields with typical signal
amplitudes in the pT and nT regimes.

MEMS cantilever delta-E effect sensors were experimentally
and theoretically analyzed regarding geometry and sensitivity,28 the
influence of the electrode design,26 frequency effects,29 signal and
noise,30,31 and how it is influenced by the quality factor.32 Recently,
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they enabled the detection of magnetically labeled cells.33 Such delta-
E effect sensors consist of magnetoelectric thin-film composites with
a soft-magnetic material and a piezoelectric layer. Whereas macro-
scopic delta-E effect sensors22,27,34 often use PZT as a piezoelectric
material, the established material in MEMS technology is aluminum
nitride (AlN).

Recently, it was shown that the addition of scandium can
increase the piezoelectric coefficient by more than a factor of 2.35,36

This caused a corresponding increase in the signal in direct magne-
toelectric operation37 by a factor of ∼2. Because the sensor intrinsic
thermal–mechanical noise in resonance increases accordingly, no
improvement in the limit of detection (LOD) was achieved.

In contrast to conventional magnetoelectric sensors, the signal
and noise of delta-E effect sensors behave differently and have not
been investigated with respect to the properties of the piezoelectric
material, yet.

In this work, we identify and discuss the influence of the piezo-
electric material on the sensing characteristics of delta-E effect mag-
netic field sensors. As an example, two sensors with AlScN and
AlN as the respective piezoelectric material are compared. After
introducing the sensors in section Sensor Design and Materials, the
delta-E effect read-out concept is reviewed to define the quantities
that are used throughout this paper. Measurement results are then
presented and analyzed using an electromechanical finite element
model and a signal-and-noise model. Finally, we focus the analysis
on the influence of the piezoelectric coefficients on the signal and
noise to identify general trends for the LOD.

SENSOR DESIGN AND MATERIALS

A schematic cross section of the sensors investigated here and
a photograph are shown in Fig. 1. The sensors consist of a 5 μm
thick poly-silicon cantilever with targeted dimensions of 1000 × 200
μm2. It is sandwiched between two SiO2 layers with thicknesses of
990 nm (bottom) and 650 nm (top). A 1 μm thick piezoelectric layer
(AlN or Al0.73Sc0.27N) on top is covered by a 1 μm thick Si3N4 pas-
sivation layer. The piezoelectric layer is contacted via a 120 nm thin
Pt/Ti bottom electrode that extends over the whole cantilever. From
the top, through the Si3N4 layer, a 4 μm thick Au contact line is

FIG. 1. (a) Schematic cross section of the cantilever’s layer structure including
all layers thicker than 0.15 μm; the AlN/AlScN layer is sandwiched by two elec-
trodes (not shown). (b) Photograph of the real device on a printed circuit board;
the cantilever is covered by Si-encapsulation.

connected to a 150 nm thin Mo top electrode. A 2 μm thick mag-
netostrictive layer of amorphous (Fe90Co10)78Si12B10 (FeCoSiB) is
deposited on Si3N4, also covering the Au contact line. A magnetic
DC field (≈10 mT) was applied during the deposition to induce
a magnetic easy axis along the short axis of the cantilever. In a
final step, the cantilevers are encapsulated with a wafer-level AuSn
transient-liquid-phase (TLP) bonding.38 Except for the deposition
process of AlN and Al0.73Sc0.27N layers, the design and the fabrica-
tion steps are identical for both sensors. In this work, the piezoelec-
tric layers were grown by a reactive pulsed direct current co-sputter
deposition, described in Ref. 35. An overview of the layer dimensions
is given in the supplementary material, and a detailed description of
the fabrication process can be found in Ref. 39. In all following dis-
cussions and simulations, we consider the cantilevers to be oriented
lengthwise in the x1-direction and widthwise along the x2-direction
of a right-handed Cartesian coordinate system.

SENSOR OPERATION

During the delta-E operation, the cantilever is electrically
excited to oscillate. For that, a sinusoidal voltage uex with excitation
frequency f ex and amplitude ûex is applied to the piezoelectric layer.
A magnetic field alters the sensor’s mechanical resonance frequency
f r via the delta-E effect,40,41 which shifts the sensor’s admittance
characteristic Y(f ex) on its frequency axis. An alternating magnetic
field consequently modulates the current through the sensor. It is
measured as a voltage u(t) over time t by utilizing a charge amplifier
with impedance Zf. In small signal approximation, it is given by

u(t) ≈ −Zf( f ex) ⋅ ûex ⋅ [Y0 + SamBac] ⋅ cos(2π f ext + ϕ0 + SpmBac).
(1)

The magnitude and phase angle of the sensor’s admittance Y
are given by ∣Y ∣ and ϕ, respectively. In Eq. (1), Y0 ∶= ∣ Y( f ex, μ0H) ∣
and ϕ0 ∶= ϕ( f ex, μ0H) at μ0H = B and f ex = f r(B). Hence, each sen-
sor is operated at a defined magnetic bias flux density B and excited
at the corresponding mechanical resonance frequency f r(B). An
alternating sinusoidal magnetic test signal Bac(t) with frequency f ac
and amplitude B̂ac will later be applied to characterize the sensors. It
modulates the amplitude of u via the amplitude sensitivity Sam and
the phase via the phase sensitivity Spm. They are defined by32

Sam = SHSel,am :=
d f r

dμ0H
∣

B

d∣Y ∣
d f ex
∣

f r

, (2a)

Spm = SHSel,pm :=
d f r

dμ0H
∣

B

dϕ
d f ex
∣

f r

, (2b)

with the electrical magnitude sensitivity Sel,am and the electrical
phase sensitivity Sel,pm. The dynamic behavior of the sensor can be
approximated by using a first-order Bessel filter.14 The output signal
of the charge amplifier is fed into a quadrature amplitude demodu-
lator to obtain the demodulated output signal uco(t). For small mag-
netic field amplitudes B̂ac, the voltage amplitude spectrum Ûco( f ) of
uco(t) is used to define a voltage sensitivity SV,

SV( f ac) :=
Ûco( f ac)

B̂ac
, (3)
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at the frequency f = f ac. The voltage sensitivity can be used to esti-
mate the equivalent magnetic field noise density also referred to as
detectivity or limit of detection (LOD),

LOD( f ac) :=
Uco( f ac)

SV( f ac)
, (4)

with the voltage noise density Uco of uco(t) measured without
applying the magnetic test signal Bac.

All signal and noise measurements were performed with a high-
resolution A/D and D/A converter Fireface UFX+ (RME, Germany)
in a magnetically shielded setup4 with a mu-metal cylinder ZG1
(Aaronia AG, Germany). The AD745-based charge amplifier42 has
a feedback capacitance of Cf = 33 pF and a feedback resistance of Rf
= 5 GΩ.

RESULTS AND DISCUSSION

To analyze the magnetic properties, i.e., the delta-E effect of the
two sensors, admittance measurements were performed at various
applied magnetic flux densities μ0H starting close to the negative
magnetic saturation at −10 mT. An excitation voltage amplitude
of uex = 10 mV was used. With a modified Butterworth Van Dyke
(mBvD) equivalent circuit model like in Ref. 32, the resonance fre-
quencies f r and quality factors Q were extracted. The f r(H) curves
are plotted in Fig. 2(a), normalized to the respective maximum
values of f r,max(AlN) = 9119.5 kHz and f r,max(AlScN) = 7546.8
kHz. Resonance detuning via the delta-E effect has been investi-
gated before28 in similar cantilever sensors and is generally well
understood (e.g., Refs. 40 and 41).

In Fig. 2(b), the corresponding derivatives of f r(H), the mag-
netic sensitivities SH are shown. Both sensors show a similar max-
imum drop in the resonance frequency around 0.75% and maxi-
mum magnetic sensitivities of ≈ 55 Hz/mT (AlN) and ≈ 37 Hz/mT
(AlScN). These values are within the typical range reported for other
delta-E effect sensors (e.g., Refs. 16, 23, 26, 27, and 34).

FIG. 2. (a) Normalized resonance frequency of the AlScN and the AlN sensors,
extracted from admittance curves measured with an excitation voltage amplitude of
ûex = 10 mV, and (b) magnetic sensitivity SH calculated from the data in (a), and
the values of SH at the magnetic bias fields BAlN = −1.7 mT and BAlScN = −1.3 mT
are indicated.

Here, we do not operate both sensors at maximum SH but
chose BAlN = −1.7 mT and BAlScN = −1.3 mT. At these bias flux den-
sities, SH ≈ (40 ± 5)Hz/mT for both sensors. The mBvD param-
eters at BAlN and BAlScN are given in the supplementary mate-
rial. From these parameters, we obtain resonance frequencies of
f r,AlN = 9045.5 Hz and f r,AlScN = 7508.2 Hz and quality factors of
QAlN = 570 and QAlScN = 635. All following measurements are per-
formed at these bias fields.

In Fig. 3(a), the electrical admittance magnitude ∣Y ∣ of AlN
and AlScN at BAlN and BAlScN is plotted as functions of the excita-
tion frequency f ex, shifted by the respective f r . The AlScN sensor
shows a significantly increased admittance magnitude ∣Y ∣ compared
to the AlN sensor. From ∣Y ∣, the corresponding electrical amplitude
sensitivities Sel,am are calculated and plotted in Fig. 3(b). In mechan-
ical resonance, Sel,am of the AlScN sensor is approximately a factor
of 8 times higher than Sel,am of the AlN sensor. Averaging over 20
measurements results in mean values and standard deviations of
Sel,am(AlN) =−4.6 ± 0.6nS/Hz and Sel,am(AlScN) =−38.9 ± 2.6nS/Hz
at f r . An overview of all mean values is given in the supplementary
material.

In Figs. 3(c) and 3(d), the phase angle ϕ and its derivative
the electrical phase sensitivity Sel,pm are plotted, calculated with the
mBvD model. Because the minima of ϕ are close to f r , Sel,pm at f r
is close to 0 for both sensors. Hence, the following discussions are
focused on the amplitude sensitivities. The factor of 8 in Sel,am might
be caused by the different piezoelectric materials. Yet, due to the
large difference in the resonance frequencies (≈1.5 kHz) of the two
sensors, additional geometrical influences cannot be excluded.

To distinguish geometric from material effects, a detailed finite
element method (FEM) model is set up (COMSOL Multiphysics™,
v. 5.4). This model solves the mechanical equations of motion43 with
linear strains, coupled to the electrostatic equations44 via the piezo-
electric constitutive relations.45 As we deal with small displacements
and rather low frequencies, both major approximations are justified.

FIG. 3. (a) Measured magnitude ∣Y ∣ of electrical sensor admittance Y at mag-
netic bias flux densities BAlN and BAlScN and (b) the electrical magnitude sensitivity
Sel,am. (c) Phase angle ϕ calculated with the mBvD model and (d) its derivative, the
electrical phase sensitivity Sel,pm; all measurements and mBvD results are com-
pared with finite element method calculations, and all frequency axes are shifted
by the mechanical resonance frequency f r of the respective sensor.
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The cantilever’s geometry is approximated with a stratified structure
of thin rectangular cuboids of different lengths and widths that cor-
respond to the dimensions of the mask layout. Details on the model
and all material parameters59–71 and layer dimensions are given in
the supplementary material.

During the wet etching process that releases the cantilever, the
three-layer structure of SiO2 and poly-Si can be underetched at the
anchor. The depth of underetching is represented by the parame-
ter Letch in the model. The components of the piezoelectric coupling
tensor and the values of Letch are determined from a fit of the model
to the data in Fig. 3(a).

With the measured quality factors (QAlN = 570, QAlScN = 635),
the simulations match the measurements and mBvD simulations in
Fig. 3 very well. From the fit, we obtain underetch lengths of Letch
= 80.7 μm for AlN and Letch = 275.0 μm for AlScN. Other factors
such as geometric inaccuracies and stress could contribute to Letch.
It is worth mentioning that the difference in resonance frequency
cannot be explained by reasonable variations in material parameters
or layer thicknesses alone. Hence, they were considered to be fixed
parameters during the fit. The other fitting parameters are given in
Table I. For the components of the piezoelectric coupling tensor eij,
we obtain values overall close to ab initio calculations,46 yet slightly
smaller.

The admittance measurements in Fig. 3 are repeated for an
increase in the excitation voltage amplitude ûex. Example measure-
ments of ∣Y ∣ at three different ûex are shown in Figs. 4(a) and 4(b).
With an increase in ûex, the resonance visible in the admittance
magnitude incrementally shifts toward lower frequencies. The dif-
ference between the maximum and minimum values decreases, and
the curvature around the maximum increases. Whereas the linear
mBvD model matched the measurements at ûex = 10 mV very well,
it is not sufficient at higher voltage amplitudes. Instead, a nonlinear
equivalent circuit model similar to that of Ref. 47 is implemented
(supplementary material). It extends the previous model by an addi-
tional cubic restoring force with capacitance C3 in the LCR resonator
circuit of the mBvD model. The ratio C3/Cr of the additional capac-
itance C3 and the linear capacitance Cr is used as a quantitative
measure for the nonlinearity of the resonator. From the nonlinear
mBvD fit, the linear resonance frequencies and the quality factors
are extracted.

As demonstrated in Figs. 4(a) and 4(b), the nonlinear model
matches the measurements for both sensors very well. With an
increase in the voltage amplitude ûex, the admittance magnitude
∣Y ∣ becomes increasingly asymmetric. The electrical resonance and
antiresonance peaks shift to lower frequencies, and the difference in
their admittance magnitude decreases. These effects are significantly
more distinct in the AlScN sensor. Accordingly, the nonlinearity

TABLE I. Independent components eij of the hexagonal piezoelectric coupling tensor
and the shunt capacitance C0 found from the fit of the FEM model to the admittance
measurements in Fig. 3(a). The cantilevers are oriented lengthwise in the x1-direction
and widthwise along the x2-direction.

e31 (C/m2) e33 (C/m2) e24 (C/m2) C0 (pF)

AlN −0.3703 0.8597 −0.2292 9.58
AlScN −0.7569 2.1757 −0.2420 0.95

FIG. 4. (a) Example fits of the nonlinear equivalent circuit model to the measured
admittance magnitude of the AlScN sample and (b) the AlN sample at three dif-
ferent excitation voltage amplitudes. (c) The absolute ratio of capacities C3 and
Cr as a measure for the nonlinearity of the resonator as functions of the excitation
voltage amplitude ûex.

increases with ûex and is more than an order of magnitude larger
in the AlScN sensor [Fig. 4(c)].

Such resonator nonlinearities are expected to emerge from the
nonlinearity of the magnetostrictive stress–strain relation (e.g., Refs.
48–50). During sensor operation, the oscillating stress in the mag-
netic layer induces an alternating magnetization, which is accom-
panied by a magnetostrictive strain. With an increase in ûex, the
amplitude of stress and induced magnetostriction increases, and the
nonlinearity becomes visible for both sensors, as shown in Fig. 4.
Yet, the amplitude of the oscillating stress does not only depend
on ûex but also on the piezoelectric material. AlScN exhibits signif-
icantly larger electromechanical coupling factors compared to AlN.
The larger coupling causes a larger stress amplitude and results in a
larger nonlinearity at the same ûex, as visible in Fig. 4. A strong mag-
netic bias field (≈ 80 mT) was applied to fix the magnetization and
thereby suppress the change in the magnetostrictive strain during
the oscillation of the cantilever. As expected, the nonlinearity van-
ishes, which confirms its magnetic origin (supplementary material).
It is worth noting that the nonlinear stress–strain relation is not only
an inherent property of magnetostrictive materials45 but also the
origin of the magnetic field dependent delta-E effect.28,40,51,52 Con-
sequently, the delta-E effect sensor concept is necessarily connected
with nonlinearities.

Because the nonlinearity changes the admittance characteristic,
it can potentially reduce the electrical sensitivity. How exactly the
electrical sensitivity changes with ûex depends also on the operation
frequency f ex chosen. In the present case, we observe a reduction
in Sel,am at f ex = f r by more than 99% (AlScN) and 85% (AlN) with
ûex (supplementary material). Besides the nonlinearity, the quality
factor Q can strongly influence the admittance and the sensitivity of
delta-E effect sensors.32 A reduction in Q with an increase in ûex was
reported previously24,31 with similar magnetoelastic resonators and
could be explained with loss from stress-induced magnetic domain
activity.53 In our case, the quality factors of both sensors decrease
by up to 40% ± 5% with ûex. Consequently, we expect a significant
contribution of Q to the reduction in the electrical sensitivity.
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In the following, the mean resonance frequency as a function
of ûex is used as an excitation frequency for operating the sensor at
larger voltage amplitudes. Signal and noise are measured 20 times,
respectively, at each ûex. During the signal measurements, a sinu-
soidal magnetic test signal with an amplitude of B̂ac = 1 μT and a
frequency of f ac = 10 Hz is applied. From the measurements, we
obtain the voltage sensitivity SV and the limit of detection (LOD)
[Eqs. (3) and (4)] at a frequency of 10 Hz. The resulting mean values
and standard deviations are plotted in Fig. 5.

A linear signal model based on Eq. (1) is set up like that in
Ref. 32 to calculate the expected voltage sensitivity SV. As input
we use the admittance data obtained from the measurements at ûex
= 10 mV. With the same input dataset, we estimate SV at larger
ûex. Because the sensitivity changes with ûex and nonlinearities are
present (Fig. 4), the simulations at larger ûex represent rather ideal
reference values than predictions.

A comparison of measured and modeled voltage sensitivity
is given in Fig. 5(a). At ûex = 10 mV, the modeled SV = 0.97 V/T
(AlN) and SV = 7.9 V/T (AlScN) match the measurement of
SV = (0.84 ± 0.4)V/T (AlN) and SV = (7.0 ± 1.9)V/T (AlScN) very
well. The simulations reproduce the factor of ∼8 between SV(AlScN)
and SV(AlN) seen in the measurements. As expected from Eq. (1),
the modeled SV increases linearly with ûex. In contrast, a deviation
from this linearity is present in the measurements. After an initial
drop of the measured SV(AlN) by a factor of 2 at ûex = 20 mV, relative
to the simulation, it continues increasing approximately linearly. In
contrast, SV(AlScN) continuously decreases relative to the reference,
until deviations of almost a factor of 8 are present at large ûex.

Such deviations are expected due to the altered admittance and
reduced electrical sensitivity. Additional effects not considered in
the model might contribute to the behavior of SV with ûex. The mag-
netic susceptibility can change with ûex

54 and potentially alter the
magnetic sensitivity.24 Overall, the behavior of SV and the output
signal with ûex is complex, and a detailed analysis of all potential
contributions is beyond the scope of this paper.

The measured voltage noise density Uco at f ac = 10
Hz is plotted in Fig. 5(b). At small ûex, it is approximately

FIG. 5. (a) Measured voltage sensitivity SV with standard deviation and modeled
reference, calculated using the data at ûex = 10 mV, and (b) voltage noise density
Uco with standard deviation, and black dotted lines are to guide the eye. (c) Limit
of detection (LOD) at 10 Hz estimated with the data from (a) and (b) and model
results as a reference.

constant and similar for both sensors. At around ûex = 100 mV,
Uco(AlScN) increases significantly with ûex. Notably, larger ampli-
tudes are required to reach this regime with the AlN sensor. In this
regime, Uco(AlN) is approximately a factor of 8 times smaller than
Uco(AlScN).

Comparing the data with results from a previously developed
noise model30 suggests that thermal–electrical noise of the charge
amplifier dominates the noise floor at small ûex. The slightly differ-
ent noise densities of the two sensors in this regime are expected
from the different sensor capacities that alter the amplification fac-
tor of the charge amplifier. The increase in noise at larger ûex was
previously explained with magnetic noise, induced by alternating
stress during the oscillation of the cantilever.30,31 In magnetically
modulated cantilevers, the noise has been linked directly to magnetic
domain activity,53 which might similarly apply here.

In Fig. 5(c), the LOD estimated with SV and Uco is plotted as
a function of the excitation voltage amplitude ûex. Overall, a factor
of 8 in LOD is gained with the AlScN sensor, but only at small ûex
where the thermal–electrical noise is dominant. Both LOD curves
reach a minimum roughly at the voltage amplitudes where the mag-
netic noise starts to dominate the noise floor. With approximately
(40 ± 5)nT/

√

Hz, the minimum LOD at 10 Hz of both sensors is
identical.

It might be possible to reduce the thermal–electrical noise level
using optimized amplifiers32,42 and suppress the magnetic noise with
advanced magnetic multilayers.55,56 If magnetic noise can be suf-
ficiently reduced, the thermal–mechanical noise of the resonator
represents the limiting sensor intrinsic noise source at room tem-
perature.31,57 It depends on the geometry and the electromechanical
properties of the resonator and, therefore, also on the piezoelectric
material.30,58 In the following, we extend our discussion to this fun-
damental noise limit to gain more general insights into the signal,
noise, and minimum LOD as functions of the piezoelectric material
properties.

With the FEM model, we calculate the sensor admittance as a
function of the piezoelectric charge–stress coefficient tensor d = x ⋅
dAlScN . Here, dAlScN = eAlScN C−1

AlScN is the piezoelectric charge–stress
coefficient tensor of AlScN. It is given by the double-dot product
of the inverse stiffness tensor C−1

AlScN and the piezoelectric coupling
tensor eAlScN . In the simulation, we use the geometry and all other
material properties of the AlScN sensor and vary only the scal-
ing factor x. The resulting amplitude sensitivity Sam(x) satisfies a
quadratic fit very well [Fig. 6(a)]. Because Sam is the dominating
sensitivity at our excitation frequency f ex = f r, also SV(x) is approx-
imately quadratic [Fig. 6(b)]. In Fig. 6(c), the modeled voltage noise
density Uco(x) is plotted, considering only thermal–mechanical
noise. It is calculated with a previously developed model32,57 from
the simulated admittance curves. Consistent with analytical esti-
mations,37 the thermal–mechanical noise increases linearly with x.
Consequently, the LOD estimate [Eq. (4)] improves LOD ∝ 1/x if
thermal–mechanical noise is dominant. In contrast to the direct ME
detection, we excite the resonator electrically in the delta-E oper-
ation scheme. Hence, the deflection magnitude of the resonator
increases linearly with d and contributes to the quadratic behavior
observed in the sensitivities and the output signal amplitude. For
the given geometry and resonance mode, the quadratic response is
dominated by components d31 and d33 of d. Details are given in the
supplementary material.
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FIG. 6. Modeled sensitivities, noise, and LOD at 10 Hz and ûex = 10 mV as a
function of the piezoelectric stress–charge coefficient tensor d = x ⋅ dAlScN. (a)
Numerically calculated amplitude sensitivity Sam. (b) Voltage sensitivity SV using
Smag = 40 kHz/T and (c) the theoretical minimum LOD estimated using the voltage
noise density uco, considering only thermal–mechanical noise.

Because SV(x) ∝ x2, we expect LOD ∝ 1/x2 for constant
thermal–electrical noise. At first glance, this seems to be contra-
dictory to the factor of 8 found experimentally. Additional FEM
simulations reveal that this is mainly caused by the differences in the
quality factor, stiffness tensor, and geometry of the sensors. Whereas
the reduced underetching of the AlN sensor increases SV compared
to the AlScN sensor, the lower quality factor and different stiff-
ness tensors have the opposite effect. Simulations with the identical
model geometry and quality factor show that AlScN as a piezoelec-
tric material results in ≈7.5 times higher electrical sensitivity and
voltage sensitivity compared to AlN.

SUMMARY AND CONCLUSION

In summary, we identified the influence of the piezoelectric
material on the sensing characteristics of delta-E effect sensors.
Experiments were performed on AlScN- and AlN-based cantilever
sensors of identical design. The results were analyzed regarding sen-
sitivity, noise, linearity, and limit of detection (LOD). The measure-
ments are supported by an electromechanical finite element and a
signal-and-noise model.

Within the simulated parameter range, both the electrical mag-
nitude sensitivity Sel,am and the voltage sensitivity SV scale quadrati-
cally with the dominating components dij of the piezoelectric coeffi-
cient tensor d. In the regime of intrinsic thermal–mechanical noise,
the LOD∝ 1/dij because the thermal–mechanical noise∝ dij. Con-
sequently, our delta-E effect sensors could benefit from an increase
in the piezoelectric coefficients much stronger than conventional
magnetoelectric sensors, where the LOD is constant due to a merely
linear increase in the output signal amplitude.37

Considering not only dij but also the complete piezoelectric
material properties, the model predicts a 7.5× enhanced Sel,am and
SV for the AlScN sensor. In the present case, the two analyzed sen-
sors additionally differ in geometry and slightly in their quality fac-
tors. In total, this results in an 8× improved voltage sensitivity and
LOD measured with the AlScN sensor. This is well reproduced by

the model. The improvement in LOD is limited to small excita-
tion amplitudes where thermal–electrical noise is dominant. With
an increase in the excitation amplitude, the factor of 8 decreases
and resonator nonlinearities of magnetic origin occur. They can be
described and quantified with a nonlinear equivalent circuit model
and are up to an order of magnitude larger in the AlScN sensor.
Overall, the minimum LOD does not change due to an earlier onset
of magnetic noise in the AlScN sensor. This result supports theoret-
ical magnetic noise considerations in Ref. 31 experimentally. Using
exchange bias multilayers as in Refs. 55 and 56, it might be possi-
ble to reduce the magnetic noise in the future and push its onset
to higher excitation voltage amplitudes. The large improvement in
the output signal amplitude makes AlScN a promising candidate for
tapping into new kinds of resonance modes that are otherwise poorly
excited.

SUPPLEMENTARY MATERIAL

See the supplementary material for the material parameters
used, details on the models, the fitting parameters found, and addi-
tional measurements.
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SUPPLEMENTARY MATERIAL 

Linear mBvD fit 

In the linear mBvD model (Fig. S1), a series LCR circuit with 

inductance L, capacitance C, and resistance R is connected in 

parallel with a capacitance Cp and a resistance Rp, as shown 

in Fig. S1. 

 
Fig. S1 Equivalent circuit of the linear mBvD model used to 

describe the sensor admittance at small excitation voltages 

�̂�ex.  

Table S1: mBVD parameters extracted from the two example 

measurements in Fig. 3a at BAlN = -1.7 mT and BAlScN = -1.3 mT. 
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Linear mBvD fits were performed for 20 admittance 

measurements at BAlN = -1.7 mT and BAlScN = -1.3 mT with a 

voltage amplitude of �̂�ex = 10 mV. The fits were evaluated at 

the respective resonance frequency. Averaging results in 

mean values and standard deviations for the impedance 

magnitudes Y0, phase angles ϕ
0
 and the electrical sensitivities 

Sel,am, and Sel,pm. The amplitude sensitivities Sam and phase 

sensitivities Spm were calculated from the mean values using 

Smag = 40 Hz/mT. All results are shown in Table S2. 
 
Table S2: Mean values and standard deviations resulting from 

averaging over 20 measurements at an excitation voltage amplitude 

of �̂�ex = 10 mV and BAlN = -1.7 mT and BAlScN = -1.3 mT. The 

amplitude and phase sensitivities Sam and Spm are calculated with the 

mean values and Smag = 40 Hz/mT.  

 AlN AlScN 

Sel,am [nS/Hz] -4.6 ± 0.6 -38.9 ± 2.6 

Sel,pm [mrad/Hz] -0.7 ± 0.5 -5.5 ± 1.9  

𝑌0 [µS] 1.38 ± 0.003 1.37 ± 0.01 

𝜙0 [rad] 1.54.9 ± 0.02 1.43 ± 0.14 

Q 496 ± 249 624 ± 8 

Sam [mS/T] -0.18 -1.60 

Spm [rad/T] -28.3 -220.6 

 

Finite element method model  

The material parameters of the mechanically isotropic 

materials used in the finite element model are summarized in 

Table S3. With profilometer and microbalance measurements 

we experimentally determined the density of the sputter 

deposited FeCoSiB. The measurements were performed on a 

6-inch wafer with a mean FeCoSiB layer thickness of 

approximately 1.5 µm. A density of 𝜌 = (7870 ± 1350) kg/
m³ was obtained for the FeCoSiB. In the simulation, a density 

of 𝜌 = 7700 kg/m³ is used. 

 
Table S3: Young’s modulus E, Poisson’s ratio v, and density 𝜌 of 

the isotropic materials used in the finite element model. Their values 

are chosen in a range given by the respective reference. The density 

of FeCoSiB was estimated from measurements. 

Material E [GPa] v 𝜌 [kg/m³] 

FeCoSiB 15028,59 0.3028 7700 

Poly-Si 16060,61 0.2261 233062 

Si3N4 25063 0.2363 310064 

SiO2 7065,66 0.1766 220065 

Au 7567 0.4067 19300 

 

The components Cij of the hexagonal stiffness tensor of AlN 

and AlScN, the components εr,ij of the relative electric 

permittivity, and the density ρ are given in Table S4. The 

components of the piezoelectric coupling tensor are given in 

Table 1 of the main text. 

 
Table S4: Components Cij of the hexagonal stiffness tensor46, 

components εr,ij
35,46,68 of the relative electrical permittivity tensor 

and density ρ 69 used for AlN and AlScN in the finite element model. 

Parameter AlN AlScN 

C11 [GPa] 410.2 337.7 

C12 [GPa] 142.2 145.2 

C13 [GPa] 110.1 132.5 

C33 [GPa] 385.0 254.6 

C44 [GPa] 122.9 108.4 

C66 [GPa] 134.0 96.25 

εr,11 9.208 9.208 

εr,22 9.208 9.208 

εr,33 9.800 16.90 

ρ [kg/m³] 3300 3300 

 

In the finite element model, we consider all layers thicker 

than 0.15 µm (Table S5). The model consists of an anchor 

region and a cantilever. Its long axis is oriented along the x1-

axis and its short axis along the x2-axis. The cantilever’s 

geometry is approximated by a structure of stratified blocks. 

The centroids of the piezoelectric layer (either AlN or AlScN) 

and the FeCoSiB layer are located at the centroid of the poly-

Si layer. Hence, the AlN layer starts at 36 µm from the 

clamping and the FeCoSiB layer at 46 µm. This is alluded to 

in the sketch of Fig. 1a where the clamping is drawn 

significantly left of the AlN and the FeCoSiB film.   

For Si3N4 the same dimensions are given as for the poly-Si 

layer in Table S5. Because it is deposited after the 

piezoelectric material, it covers not only the AlN/AlScN but 

also the free SiO2 surface. This is considered in the model 

geometry with two overlapping Si3N4 domains, one on the 

free SiO2 surface and one on the AlN/AlScN domain. They 

overlap by 4 µm. Si3N4 coverage on the sides of the beam is 

neglected.  

 

With a thickness of 4 µm, the Au top contact line and the 

contact pads are not negligible and considered in the finite 

element model as well. The x1x2-dimensions of the Au 

contact pad are 52 µm × 52 µm and its centroid are located at 

30 µm from the centerline of the cantilever and 96 µm from 
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the clamping. It extends through the Si3N4 layer, down to the 

piezoelectric layer. A straight, 32 µm wide Au conduction 

line extends the Au contact on top of the Si3N4 to the 

clamping. Due to the high thickness of the Au, the FeCoSiB 

layer deposited on top is elevated relative to the rest of the 

magnetic film that is deposited on the Si3N4. Both FeCoSiB 

domains are connected by an overlap of 4 µm in the model. 

 
Table S5: Layer dimension of all layers thicker than 0.15 µm 

(schematic in Fig. 1a). The geometry of the Au contact line and pad 

is described in the text. 

Material 
Length L 

[µm] 

Width W 

[µm] 

Thickness T 

[µm] 

FeCoSiB 908 158 2 

Si3N4 1000 200 1 

AlN/AlScN 928 178 1 

SiO2 (Top) 1000 200 0.65 

Poly-Si 1000 200 5 

SiO2 (Bottom) 1000 200 0.99 

 

The underetched region at the cantilever clamping is modeled 

with a three-layer rectangular plate (anchor plate) that 

continues the SiO2 and poly-Si layers of the cantilever. Its 

width along the x2-dimension is set to 200 µm. A further 

increase in width does neither influence the resonance 

frequency nor the admittance characteristic, significantly. Its 

length along the x1-axis is given by detch, which represents 

the degree of underetching. Fixed displacement boundary 

conditions are applied to all x1x3-and x2x3-faces of the anchor 

plate, except for the one at which the cantilever is attached. 

 

Nonlinearity in magnetic saturation 

To gain insights into the origin of the resonator nonlinearity, 

we measured the admittance curve of the AlScN sensor at two 

different excitation voltage amplitude of 10 mV and 150 mV 

at a magnetic bias field of approximately 80 mT provided by 

a permanent magnet. In Fig. S2 the results (Fig. S2a) are 

compared with measurements at the magnetic operation point 

(Fig. S2b). Whereas the delta-E effect and the resonator 

nonlinearities are visible in Fig. S2b, they do not occur at B = 

80 mT. Instead, the admittance is independent of the 

excitation voltage amplitude.  

 
Fig. S2 a) Admittance measurements of the AlScN sensor at two 

different excitation voltage amplitudes and a magnetic bias field of 

approximately 80 mT. b) Corresponding measurements at the 

magnetic operation field of B = -1.3 mT. 

Nonlinear equivalent circuit model  

For the nonlinear mBvD fit, the restoring force was assumed 

to be a function of the current I, which is represented as a 

variable capacitance 𝐶 in the LCR circuit (Fig. S3).  

 

 
Fig. S3 Equivalent circuit of the nonlinear mBvD model used to 

describe the sensor admittance at large excitation voltages �̂�ex.  

As a result, the equation of motion of the current I through 

the LCR circuit can then be described as a Duffing oscillator: 

 

𝐿
𝑑²𝐼

𝑑𝑡²
+ 𝑅

𝑑𝐼

𝑑𝑡
+

1

𝐶r
𝐼 +

1

𝐶3
𝐼3 = 𝑖𝜔 ∙ 𝑢ex(𝑡) 

→
𝑑²𝐼

𝑑𝑡²
+

𝑅

𝐿

𝑑𝐼

𝑑𝑡
+

1

𝐿𝐶
𝐼 =

𝑖𝜔

𝐿
∙ 𝑢ex(𝑡). 

(S1) 

In Eq. S1, the time is given by t, the angular frequency by 𝜔 

and it is 𝑖 ≔ √−1. The resistance in the LCR circuit is R and 

the inductance L. A discussion on the mathematics of 

nonlinear resonators is given in Ref. 70,71.  

The capacity 𝐶 depends quadratically on the current 𝐼, on the 

capacity 𝐶r of the linear response and the capacity 𝐶3 of the 

nonlinear term: 
1

𝐶
=

1

𝐶r
+

1

𝐶3
𝐼2. (S2) 

With Eq. S1, the admittance 𝑌LCR of the LCR series circuit in 

Fig. S3 can be expressed as 

𝑌LCR =
𝐼

𝑉
=

𝑖𝜔/𝐿

𝜔0
2 (1 +

𝐶r
𝐶3

𝐼2) − 𝜔2 + 2𝑖𝛿𝜔
 , (S3) 

where 𝜔0 ≔ 1 (𝐿𝐶r)⁄  is the linear eigenfrequency and 𝛿 ≔
𝑅 (2𝐿)⁄   the damping factor. It is used to calculate the 

admittance Y of the overall nonlinear mBvD equivalence 

circuit. The current 𝐼 can be calculated numerically from 

solving a nonlinear system of equations that can be derived 

from Eq. S1, considering only the harmonic response term. 

For each admittance fit, a set of initial parameters was found 

by fitting a linear mBvD model to the electrical admittance 

magnitude. Next, the nonlinear capacitance 𝐶3 was included 

and iterated until a good fit was achieved. Note, that the 

parallel resistance Rp in this equivalent circuit model is 

connected in series with Cp, in contrast to the linear model 

described earlier.  
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Electrical sensitivity as a function of uex  

In the following, we show the measurements of the mean 

electrical magnitude sensitivity 𝑆el,am (Fig. S4a) and the  

mean electrical phase sensitivity  𝑆el,pm (Fig. S4b), as 

functions of the excitation voltage amplitude 𝑢ex. The 

sensitivities were obtained at an excitation frequency 𝑓ex =
𝑓r . Compared to 𝑆el,am, the contribution of the electrical 

phase sensitivity 𝑆el,pm to the output voltage amplitude is 

small and only shown for completeness.  

 

 
Fig. S4 Measured magnitude and standard deviation of the a) mean 

electrical magnitude sensitivity 𝑆el,am and b) electrical phase 

sensitivity 𝑆el,pm, both as functions of the excitation voltage 

amplitude �̂�ex, operating the sensor in mechanical resonance.  

 

Electric amplitude sensitivity as a function of dij 

In the following, we show the simulated electrical sensitivity 

of the non-zero components of the piezoelectric charge-stress 

coefficient tensor (Fig. S5) with components dij. The resulting 

𝑆el,am curves are fitted with a function fij =aij+bijx+cijx². 

Significant quadratic contributions c > 0 are obtained for d31 

and d33. The coefficients are given in Table S6. For d15 and 

d24, the electrical sensitivity 𝑆el,am is constant as a function of 

x and not plotted.  

 

 
Fig. S5 Simulated electrical sensitivity as a function of the factor x 

that scales the piezoelectric charge-stress coefficient tensor 

d = x ∙ dAlScN. Polynomial functions fij =aij+bijx+cijx² are fitted to 

the data. 

 
Table S6: Coefficients found from the polynomial fits in Fig. S5.   

ij aij [nS/Hz] bij [nS/Hz] cij [nS/Hz] 

31 5.83 27.80 11.42 

32 63.59 -19.93 1.32 

33 6.55 25.00 13.42 
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6.3 Influence of Magnetic Material
The last two sections demonstrated that large improvements in the output signal amplitude can
be achieved by increasing Q or changing the piezoelectric material. Such improvements are also
reflected in the significantly improved LOD if thermal-mechanical or thermal-electrical noise
dominates the noise floor. Although this condition often holds at small amplitudes ûex of the
excitation voltage, the sensor-intrinsic noise starts to dominate the noise floor at larger values
of ûex. In both examples, a larger sensitivity is correlated with an earlier onset of noise, and
this prevents an overall improvement in the LOD. Hence, an improvement in sensitivity could
be accompanied by an increase in the noise level. At this point, it remains unclear whether this
is a general phenomenon, i.e., if it is independent of how sensitivity improvement is achieved.
The ûex dependent sensor-intrinsic noise correlates with the magnetic configuration such that
it vanishes in the magnetic saturation. This is a strong indicator for the noise source being
stress-induced and of a magnetic origin. The results lead to the following major questions that
are addressed in this section: Is there a general connection between sensitivity and magnetic
noise that can explain the observed behavior of the LOD? What parameters can potentially
permit the improvement of the LOD?

In this section, the various noise contributions are reviewed and an attempt is made at
explaining the LOD theoretically using a simplified magnetic noise model. This model connects
the LOD with the complex effective magnetic susceptibility in a regime where magnetic noise
dominates the noise floor.
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Abstract— Magnetoelastic sensors for the detection of
low-frequency and low-amplitude magnetic fields are in the focus
of research for more than 30 years. In order to minimize the limit
of detection (LOD) of such sensor systems, it is of high importance
to understand and to be able to quantify the relevant noise
sources. In this contribution, cantilever-type electromechanical
and magnetoelastic resonators, respectively, are comprehensively
investigated and mathematically described not only with regard
to their phase sensitivity but especially to the extent of the
sensor-intrinsic phase noise. Both measurements and calculations
reveal that the fundamental LOD is limited by additive phase
noise due to thermal-mechanical noise of the resonator, i.e.
by thermally induced random vibrations of the cantilever, and
by thermal-electrical noise of the piezoelectric material. However,
due to losses in the magnetic material parametric flicker phase
noise arises, limiting the overall performance. In particular, it is
shown that the LOD is virtually independent of the magnetic
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sensitivity but is solely determined by the magnetic losses.
Instead of the sensitivity, the magnetic losses, represented by the
material’s effective complex permeability, should be considered
as the most important parameter for the further improvement
of such sensors in the future. This implication is not only valid
for magnetoelastic cantilevers but also applies to any type of
magnetoelastic resonator. [2020-0219]

Index Terms— Cantilever, delta-E effect, flicker phase noise,
limit of detection, magnetic field sensor, magnetic noise, magne-
toelastic sensor, phase noise, phase sensitivity, resonator, thermal
noise.

I. INTRODUCTION

IN 1989 Brendel et al. reported on a parasitic influence
of magnetic fields on the oscillation frequency of quartz

crystal oscillators which could be explained by magnetically
induced deformations in the partly ferromagnetic springs used
to hold the quartz plate [1], [2]. Since then, various microme-
chanical sensors based on the �E effect (Sec. II-A) have been
presented, whose mechanical properties depend on an external
magnetic field through interaction with a magnetostrictive
layer. Although realizations in the form of highly sensitive
magnetoelastic surface acoustic wave delay lines were also
presented [3]–[9], magnetoelastic sensors are most commonly
based on resonant structures [10]–[18], especially cantilevers
[19]–[23], with resonance frequencies in the range between
550 Hz and 226MHz.

Besides properties like e.g. dynamic range and frequency
bandwidth, the limit of detection (LOD), frequently also
referred to as detectivity or equivalent magnetic noise floor,
is often considered as one of the most important figures of
merit of a magnetic field sensor. Similar to a signal-to-noise
ratio (SNR), the LOD is determined by both the sensor’s
signal, i.e. the sensitivity, as well as by the sensor’s noise
properties. In the existing articles reporting about magnetoe-
lastic resonators, the focus has mostly been on modified sensor
structures and their properties with an emphasis on enhancing
the effect, i.e. the detuning of the sensing resonator. Although
articles reported on measured values for the limit of detection
in the microtesla [10], [12], [19], nanotesla [13], [16], [18],
[20], [21], and even in the picotesla [11], [15], [22] range,
the physical causes for noise in magnetoelastic magnetic field
sensors based on the �E effect have not been investigated and
described yet.

1057-7157 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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In previous studies, we focused on thermal noise of magne-
toelectric cantilevers in passive mode [24], on the realization
and analysis of low-noise preamplifiers for such sensors [25],
on noise contributions of the readout electronics [26], [27]
and the suppression of the local oscillator’s phase noise in
active mode magnetoelastic sensor systems [28]. Based on this,
in this article the influence of the sensor’s thermal noise on the
phase noise is analyzed both metrologically and analytically.
In addition, the impact of losses in the magnetic material on
the phase noise characteristics, and thus on the overall sensor
performance is shown.

This article is organized as follows: Sec. II introduces the
sensor principle and the actual structure of the magnetoelastic
cantilever under investigation. Based on the dynamics of
resonant mechanical structures, expressions for the various
sensitivities are derived, yielding the overall phase sensitiv-
ity. In addition, both an electrical equivalent circuit of the
sensor covering for the various loss mechanisms as well a
phase detecting readout system is presented. In comparison to
previous studies the latter has been modified in order to allow
for the neutralization of the sensor’s parasitic static capacitance
responsible for asymmetric transmission characteristics and a
reduced sensitivity. Based on the sensor’s loss mechanisms,
expressions for thermally induced phase noise are derived and
verified by measurements in Sec. III. Additional flicker phase
noise clearly related to the losses in the magnetic material are
traced back to fluctuations of the magnetization. Based on the
fluctuation-dissipation theorem analytical expressions for the
magnetically induced phase noise as well as for the resulting
limit of detection are deduced. This article finishes with a
summary of the findings in Sec. IV.

II. MAGNETOELASTIC SENSOR SYSTEM

A. �E Effect

The Young’s modulus of any material is defined by the ratio
between stress σ and elastic strain εel that is measured in
the direction parallel to the applied stress [29]. However, for
magnetic materials the relation Esat = σ/εel is only valid for
magnetically saturated specimen [29]. In the general case, the
problem has to be treated using tensors. As a consequence of
the magnetostrictive effect, an additional magnetoelastic strain
εmel occurs in magnetic materials [30, p. 270]. According to
�εmel = dm�H (for positive magnetostriction) the magnetoe-
lastic strain directly changes with the magnetic field H and
proportionally to the piezomagnetic constant dm [31] if εmel
is linearized around a certain magnetic operating point Hbias.
Considering both types of elastic strain, the resulting Young’s
modulus [30, p. 270]

E(H ) = σ

εel + εmel(H )
≤ Esat (1)

depends on the magnetic field H and is always lower than the
Young’s modulus of the same material in magnetic saturation.
The magnetically induced change of the Young’s modulus in
the normalized form

�E effect ≡ �E

E
= Esat − E

E
= εmel(H )

εel
(2)

Fig. 1. Photograph of the utilized cantilever-type magnetoelastic sensor with
a size of 3 mm x 1 mm mounted to a carrier PCB. The magnetic flux densities
Bbias and Bx are applied along the long mechanical axis of the cantilever.

is known as the �E effect [31]. In the literature values
for �E/E as high as approximately 700 % for alloys of
terbium-dysprosium (TbDy) [31] and approximately 30 % for
an alloy of iron-cobalt-silicon-boron ((Fe90Co10)78Si12B10)
[32] that is used in this work, respectively, are reported.
It should be noted, however, that very large magnetic
fields are required to change the Young’s modulus in
terbium-dysprosium by such a large value. With regard to
the use of magnetostrictive materials for sensor applications,
it is rather important how strong E is changed by a low
amplitude magnetic measurement signal Bx = μ0 Hx in a cer-
tain magnetic operating point Bbias = μ0 Hbias, thus requiring
materials with large piezomagnetic constants dm. An overview
of piezomagnetic coefficients of various materials can be
found in [33]. For (Fe90Co10)78Si12B10 a value of 60 nm/A
is reported that is only exceeded by (Fe90Ga19)88B12 with a
value of 151nm/A.

B. Magnetoelastic Sensor

The magnetoelastic sensor used for the investigations in this
contribution as depicted in Fig. 1 is based on a poly-silicon
cantilever of 3 mm length, 1 mm width and 50 μm thick-
ness. The lower side is coated with 2 μm of soft mag-
netic amorphous metal ((Fe90Co10)78Si12B10, magnetic easy
axis perpendicular to the cantilever’s long axis), and 2 μm
of aluminum-nitride (AlN) piezoelectric material [34] are
deposited on the cantilever’s top. Details about the MEMS
fabrication process can be found in [22]. In addition, the sensor
offers two independent types of electrodes (see Fig. 1) that
form plate capacitors with the piezoelectric AlN being the
dielectric material. The investigations in this contribution focus
on the first bending mode for which the first electrode performs
best [35].

C. Resonance Detuning and Magnetic Sensitivity

The resonance frequency of a composite cantilever with N
layers is given by [22]

fres = 1

2π

λ2

l2 ·

√√√√√√√√
N∑

n=1
En Jn

N∑
n=1

mn

, (3)
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Fig. 2. Detuning of the magnetoelastic cantilever’s resonance frequency
with an external magnetic flux density (a). High magnetic sensitivities (b) are
reached where the resonance frequency changes particularly strong with an
external magnetic flux density, i.e. at Bbias = ±0.65 mT (vertical dashed
lines).

where λ = 1.875 is the eigenvalue of the first characteristic
bending mode, l = 3 mm is the free-standing length of the
cantilever, and En is the Young’s modulus, Jn is the second
moment of area, and mn is the mass per unit length of the n-
th layer, respectively. Thus, the sensor’s resonance frequency
is proportional to the square root of the composite’s effective
Young’s modulus Eeff

fres(Bbias, Bx) ∝ √
Eeff (Bbias, Bx) (4)

that depends on an external magnetic field, i.e. on the bias flux
density Bbias and on the bias flux density of the measurement
signal to be detected Bx (both applied along the long mechan-
ical axis of the cantilever). As visible from a measurement in
Fig. 2a, the cantilever’s resonance frequency depends on the
external magnetic field and changes particularly strong around
Bbias = ±0.65 mT. The corresponding slope is known as the
magnetic sensitivity towards low amplitude and low frequency
magnetic measurement signals Bx

Smag(Bbias) = ∂ fres

∂ Bx
(5)

for which a maximum value of |Smag| = 80 Hz/mT is
reached for the sensor under investigation (Fig. 2b). That
value is often given normalized to fres in saturation (here
7445Hz), thus leading to a normalized magnetic sensitivity of
|Smag| ≈ 1.07 % fres/mT which is a typical value for thin-film
magnetoelastic resonators [10], [11], [15], [21], [22].

In addition to the magnetic sensitivity determinable based
on the magnetic field dependent resonance frequency, the
measured characteristic in Fig. 2a reveals further insights into
the sensor’s magnetic behavior. The different results depending
on the sweep direction of the applied magnetic bias flux

density are an indication of magnetic hysteresis. This reflects
that the magnetic state of the piezomagnetic layer depends on
the history of the applied magnetic bias flux density. During a
sweep of the applied magnetic bias flux density the magnetic
domain state changes, rearranging into different domain states
at various points of the magnetization loop. These magnetic
domain states and their dependence on the magnetic history
of the applied magnetic bias flux density can be rather
complex [36] and strongly influence the magnetic reversal
process. Depending on the field amplitude and orientation
magnetic domain behavior will change. It is often accompa-
nied by nucleation, annihilation, and irreversible movement
of magnetic domain walls. Similar magnetoelectric cantilever
structures revealed magnetic Barkhausen noise contributions
[37] due to magnetic domain reorganization processes during
reversal. Especially, the variable domain structures also lead to
variations in the effective sensitivity [37] and thus magnetic
domain alterations relate to magnetic noise in such sensors
[38]. Magnetic hysteresis losses are moreover linked to energy
conversion into heat [39] and, thus, as discussed further below,
correspond to additional noise contributions.

Contrary to all measurements for this investigation per-
formed in an ultra-high magnetic field shielding mu-metal
cylinder (Aaronia AG, ZG1), the magnetic operating point of
the sensor can change due to ambient static fields outside
magnetic shielding. For the sensor under investigation the
impact of e.g. earth’s magnetic field with magnetic flux
densities between 25μT and 60μT [40, p. 43] is relatively
low. To compensate for such external fields, self-regulating
operating point stabilization approaches such as those already
developed for giant magnetoimpedance (GMI) sensors [41]
can be used. However, an operating point stabilization, i.e.
providing a very stable and adjustable magnetic bias field,
is not trivial because the required electronics also introduce
additional noise [42]. Furthermore, the piezomagnetic layer
of this sensor exhibits a uniaxial magnetic anisotropy. The
orientation of the anisotropy favors the orientation of the
magnetic field along the long axis of the cantilever. While
additionally biasing the sensor in other directions proves useful
in special cases [43], deviations of Bbias from the long axis
in this case generally deteriorates the sensitivity due to the
quadratic nature of the magnetoelastic effect. This affects
the sensor’s linearity, i.e. the dynamic range. As discussed
above, a different alignment of the magnetic field will lead
to a different magnetic domain structure and thus a different
contribution to the magnetic noise, leading to a change in
LOD. These effects are currently under investigation.

D. Mechanical Behavior and Electrical Sensitivity

Generally, the mechanical behavior of a resonant cantilever
with the quality factor Q can be described by the unitless
frequency response of a simple damped harmonic oscillator
[44, pp. 427] [45]

G( f ) = 1

1 −
(

f
fres

)2 + j f
fres Q

= |G( f )| · exp ( j γ ( f )) (6)
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with the magnitude frequency response

|G( f )| = 1√(
1 −

(
f

fres

)2
)2

+
(

f
fres Q

)2
(7)

and the phase response

γ ( f ) = arctan

⎛
⎜⎜⎝ − f

fres

Q

(
1 −

(
f

fres

)2
)

⎞
⎟⎟⎠ . (8)

Eq. (8) describes the relation between phase and frequency
where the slope of γ ( f ) at fres yields the well-known expres-
sion

Selec = dγ ( f )

d f

∣∣∣∣
f = fres

= − 2Q

fres
(9)

which, in the following, is referred to as the electrical sensi-
tivity Selec of a resonant sensor in units of rad/Hz [46].

E. Dynamic Frequency Response and Overall Phase
Sensitivity

The higher the quality factor Q of a resonant sen-
sor, the narrower the bandwidth of the characteristic band-
pass behavior. Assuming a magnetic measurement signal
Bx(t) = B̂x cos(2π fxt), the sensor’s response to such a signal
with the frequency fx can be determined by replacing f with
fres ± fx [45] in Eq. (6)

G( fres ± fx) = − j Q

1 ± fx
fres

+ j Q f 2
x

f 2
res

± j 2Q fx
fres

(10)

≈ − j Q

1 ± j 2Q fx
fres

. (11)

Based on that result, an expression for the unitless dynamic
sensitivity Sdyn can be deduced

Sdyn( fx) = G( fres ± fx)

G( fres)
(12)

≈ 1√
1 +

(
fx
fc

)2
· exp

(
j arctan

(
− fx

fc

))
(13)

which exhibits the characteristic of a simple first-order low-
pass filter with a cutoff frequency of fc = fres/(2Q). This
result agrees with theoretical expectations in [47] and with
measurement results in [48]. Thus, the overall phase sensitivity
of the resonant sensor in units of rad/T yields

SPM(Bbias, fx) = Smag(Bbias) · Selec · Sdyn( fx). (14)

F. Electrical Equivalent Circuit and Loss Mechanisms

According to the physical structure of the electromechanical
resonator it can be described by an electrical equivalent circuit
as depicted in the dashed box in Fig. 5 whose element’s values
can be determined utilizing a conventional impedance analyzer
[22], [24], [26]. Based on electromechanical analogies [49] the

mechanical structure’s resonant behavior is taken into account
by an electrical series resonant circuit with the impedance
Zr = Rr + Rmag + jωLr + 1/( jωCr) where ω = 2π f is the
angular frequency. Due to the magnetically induced changes
of the resonance frequency fres = 1/(2π

√
LrCr), both the

inductance Lr as well as the capacitance Cr change with
the magnetic field. In parallel to the series resonant circuit
the static capacitance due to the electrodes surrounding the
piezoelectric material is considered by an additional capacitor
with a capacitance of CME = 44 pF for the sensor under
investigation.

A piezoelectric cantilever-type magnetoelastic sensor com-
prises several loss mechanisms that, according to the
fluctuation-dissipation theorem, correspond with fluctuations,
i.e. with noise. Generally, such losses can be taken into account
in an electrical equivalent circuit in the form of dissipative
elements, i.e. by resistors.

The predominant loss mechanism of micromechanical can-
tilevers under atmospheric pressure is air damping, commonly
referred to as viscous damping. In addition, e.g. thermoelastic
friction intrinsic to the solid structure, support losses, surface
losses, and mounting losses (compare [50] for a more detailed
analysis for a cantilever like the one investigated here or
e.g. [51] for a general overview) may further attenuate the
cantilever’s deflection, also expressed by its quality factor Q.
In the electrical equivalent circuit model (dashed box in Fig. 5)
these losses are taken into account by the resistance Rr.

For the special case of a magnetoelastic cantilever, addi-
tional losses occur as a function of its magnetic state, i.e.
as a function of the external magnetic bias flux density
Bbias which are considered as an additional resistance Rmag.
As measurement results in Fig. 3a reveal, these losses are
particularly high for bias flux densities that also lead to high
magnetic sensitivities Smag (illustrated by the vertical dashed
lines, compare also Fig. 2b). Conversely, this means that the
overall quality factor

Q(Bbias) = 1

Rr + Rmag(Bbias)

√
Lr(Bbias)

Cr(Bbias)
(15)

is also a function of the bias flux density and that Q is
lower in the vicinity of the sensor’s operating point (here
Bbias = ±0.65 mT) than in magnetic saturation (Fig. 3b).
Results of a similar series of measurements in Fig. 4, but in
dependence of the electrical excitation amplitude Vex, clearly
confirm the influence of the magnetic state on the losses and
on the quality factor, respectively. In fact, the magnetic losses
distinctly increase with higher excitation amplitudes in case
the magnetic material is not in saturation.

As already hypothesized in [22], these additional losses can
be explained by magnetic hysteresis losses that occur from
the periodic bending of the cantilever which, in turn, lead to
changes in the magnetization due to the inverse magnetostric-
tive effect, also referred to as Villari effect [52]. Dynamic
magnetic hysteresis losses imply irreversible mechanisms due
to domain activity that lead to energy dissipation in the form of
heat during each cycle of periodic changes of the magnetiza-
tion [53], [54]. Amongst other loss mechanisms related to the
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Fig. 3. Losses, represented by the resistances Rr and Rmag (a), and
corresponding quality factor Q (b) as a function of the external magnetic
bias flux density Bbias measured for an amplitude of the electrical excitation
signal of V̂ex = 100 mV. The losses are particularly high for bias flux densities
that also lead to high magnetic sensitivities Smag (illustrated by the vertical
dashed lines, compare also Fig. 2b) whereas highest values for Q are obtained
in magnetic saturation.

magnetic material like e.g. eddy current losses, the hysteresis
losses are considered by the imaginary part μ′′

r of the magnetic
material’s relative permeability μr = μ′

r − jμ′′
r [54].

Further losses are affiliated to the sensor’s plate capaci-
tor, i.e. to the piezoelectric material. These dielectric losses
are considered by the loss tangent tan δME with reported
values for thin-film piezoelectric materials as low as e.g.
2.5·10−4 (aluminium-nitride, AlN) [55], 1.3·10−3 (aluminium-
scandium-nitride, AlScN) [56], and 4 · 10−3 (lead-zirconate-
titanate, PZT) [57]. The sensor under investigation exhibits
a value of tan δME = 5 · 10−3, thus resulting in a resistance
RME = (tan δME ωCME)−1 in parallel to the static capacitance
CME and with a value in the vicinity of the resonance
frequency of approximately 100 M�. With a corresponding
conductance 1/RME in the nanosiemens range its influence
is usually negligible. However, in Sec. III it will be shown
that the noise associated with these losses might degrade the
sensor’s performance under certain circumstances.

G. Readout Structure

For sensor operation, i.e. for the reconstruction of a mag-
netic measurement signal Bx(t) due to an induced detuning of
the resonator an electrical readout system as depicted in Fig. 5
is utilized. The basic principle is based on a resonant excitation
of the sensor with a voltage signal vex(t) = V̂ex cos(2π fext)
with fex = fres (first bending mode) leading to a magnetically
modulated current through the sensor isensor(t) that, in turn,
is transformed into a proportional voltage signal vsensor(t)
utilizing a transimpedance amplifier and subsequent phase
demodulation. For all measurements a low-noise JFET charge

Fig. 4. Losses, represented by the resistances Rr and Rmag (a), and
corresponding quality factor Q (b) as a function of the electrical excitation
signal’s amplitude V̂ex. If the sensor is not magnetically saturated the magnetic
losses distinctly increase with the excitation amplitude due to dynamic
magnetic hysteresis losses.

amplifier [25] with a feedback capacitance of Cf = 30 pF and
a feedback resistance of Rf = 5 G� is utilized whose transim-
pedance in the vicinity of fres, i.e. far above the amplifier’s
lower cutoff frequency (2π RfCf )

−1 ≈ 1 Hz, is given by

T ( f ) = Vsensor( f )

Isensor( f )
= − 1

j2π f Cf
. (16)

However, as already mentioned above, this type of electro-
mechanical sensor has an additional static capacitance CME
due to its electrodes that, with regard to the electrical equiv-
alent circuit, appears in parallel to the series resonant circuit
with the impedance Zr leading to an overall admittance of the
electromechanical sensor of

Ysensor = 1

Zr
+ 1

RME
+ jωCME. (17)

As a consequence of the additional static capacitance CME,
a parallel resonance (also referred to as antiresonance) with a
frequency fares = fres

√
1 + Cr/CME slightly above fres [58,

p. 204] appears which distorts the line shape of both the
magnitude (Fig. 6a) and the phase (Fig. 6b) of Ysensor com-
pared to that of a bare resonator described by G( f ) (Eq. (6)).
As a result, the electrical sensitivity resulting by differentiation
of the admittance’s phase is smaller than stated in Eq. (9)
(Fig. 6d). The Nyquist plot in Fig. 6c illustrates that effect
by means of the phasor of the excitation signal, i.e. the
carrier signal (gray lines), and by the highlighted resonance
frequencies (red crosses) of the slightly detuned resonator.
Although the effect is not as pronounced for the sensor under
investigation due to its comparatively low static capacitance
of only CME = 44 pF, one can easily imagine that the larger
the sensor’s static capacitance (shift of the locus curve to
the top), the lower the resulting phase modulation. This is
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Fig. 5. Electrical readout system for the reconstruction of a magnetic measurement signal due to an induced detuning of the resonant sensor. The sensor
(upper branch) is driven at its resonance frequency by an electrical excitation signal vex(t), leading to a magnetically modulated voltage signal vsensor(t) at
the output of the subsequent charge amplifier. An additional signal branch together with a subtractor is used to neutralize the parasitic effect of the sensor’s
static capacitance. The phase demodulation is performed in the digital domain by means of a conventional quadrature detector.

Fig. 6. Measured (stars) and calculated (solid lines) trajectories of magnitude (a) and phase (b) of the sensor’s admittance Ysensor . Due to the parasitic
influence of the sensor’s static capacitance CME both line shapes are distorted, i.e. the locus curve (c) is shifted to higher imaginary parts. Neutralizing this
effect not only leads to symmetric line shapes but also to an increase in the electrical sensitivity (d). The measurements have been conducted in magnetic
saturation and for V̂ex = 1 mV.

the reason why various methods for neutralizing the sensor’s
static capacitance have been reported [59]–[62], especially
for large capacitance sensors. On the contrary, for this con-
tribution, a neutralization is performed for symmetrizing the
sensor’s behavior. Thus, the admittance can be described by
the frequency response of a simple harmonic oscillator G( f )
(compare Fig. 6a and Fig. 6b) which simplifies the noise
considerations in the following section.

In the actual system as depicted in Fig. 5 the neutralization
is perceived by a second branch that contains a trimming
capacitor with a capacitance of Cn ≈ CME and an identical
charge amplifier as in the sensor branch. When neglecting the

influence of the dielectric losses (RME) on the sensor signal
vsensor(t) (see above) its amplitude spectrum yields

Vsensor( f ) = T Isensor( f ) = T VexYsensor( f ) (18)

= T Vex

(
1

Zr( f )
+ j 2π f CME

)
. (19)

Similarly, the amplitude spectrum at the output of the second
charge amplifier is given by

Vn( f ) = T In( f ) = T Vex j 2π f CME, (20)
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Fig. 7. Measured noise at the output of the subtractor in comparison to
the theoretical expectations according to Eq. (27) and (29). In the vicinity of
the resonance frequency the overall noise is dominated by the sensor-intrinsic
thermal-mechanical noise Ed,RrRmag. Far beyond the sensor’s −3dB band-
width the measured noise is approximately frequency independent but higher
than predicted (Ed,RME) because of further contributions of the system
electronics. The measurement has been conducted in magnetic saturation and
for V̂ex = 0.

thus resulting in an amplitude spectrum of the differential
signal vd(t)

Vd( f ) = Vsensor( f ) − Vn( f ) = T Vex

Zr( f )
(21)

in which the parasitic influence of the static capacitance CME is
suppressed. For a resonant excitation Zr( fres) is purely ohmic.
Consequently, the differential signal’s amplitude can be written
as (compare Fig. 6a)

V̂d = √
2 |Vd( fres)| = V̂ex|T ( fres)||G( fres)|

Q(Rr + Rmag)
(22)

= V̂ex|T ( fres)|
Rr + Rmag

. (23)

When neglecting the amplitude modulation and the static
phase delays due to the sensor and the amplifiers, the associ-
ated time domain signal can be written as

vd(t) = V̂d cos (2π frest + SPM Bx(t) + ϕ(t)) (24)

which contains the phase modulation with the phase sensitivity
SPM (Eq. (14)) and phase fluctuations ϕ(t) due to the sensor
and the electronics that are analyzed in more detail in the
following section.

By means of a quadrature detector the phase demodulation
is performed in the digital domain. For fex = fres the output
signal is then equal to

sout(t) = SPM Bx(t) + ϕ(t). (25)

For all measurements in this article, a high-resolution analog-
to-digital (A/D) and digital-to-analog (D/A) converter, respec-
tively, of type Fireface UFX from RME running at a sampling
rate of 32 kHz has been used for digitizing vsensor(t) and vn(t)
and for generating the excitation signal vex(t). The digital
low-pass filters (LPF) in the quadrature detector are third-order
Butterworth filters with −3 dB cutoff frequencies of 3 kHz.

III. PHASE NOISE ANALYSIS

A. Thermal-Mechanical and Thermal-Electrical Noise

As discussed in Sec. II-F, an electromechanical cantilever
exhibits several loss mechanisms that, in the electrical equiv-
alent circuit, are covered by two resistors with the resistances

Rr + Rmag and RME. In previous studies [24], [25] it has
already been shown that both the related thermal-mechanical
noise of the resonant structure Ed,RrRmag as well as the
thermal-electrical noise Ed,RME of the dielectric material can
accurately be predicted. Adjusting the previously published
expressions to the readout structure as depicted in Fig. 5, the
amount of the sensor’s thermal voltage noise at the output of
the subtractor can be calculated by

Ed,RrRmag( f ) =
∣∣∣∣ T ( f )

Zr( f )

∣∣∣∣ √4kBT0(Rr + Rmag) (26)

= |T ( f )||G( f )|√4kBT0

Q
√

Rr + Rmag
(27)

and

Ed,RME( f ) = |T ( f )|
RME( f )

√
4kBT0 RME( f ) (28)

= |T ( f )|√4kBT0√
RME( f )

(29)

where kB ≈ 1.381 · 10−23 J/K is the Boltzmann constant and
T0 = 290 K the room temperature. A noise measurement with-
out any external excitation of the sensor (V̂ex = 0) and in
comparison to the theoretical expectations is depicted in Fig. 7.
Due to the sensor’s resonant behavior the thermal-mechanical
noise Ed,RrRmag is weighted by G( f ) and perfectly agrees with
the measurement in the vicinity of the resonance frequency.
Far beyond the sensor’s −3 dB bandwidth the measured noise
is approximately frequency independent but higher than pre-
dicted (Ed,RME) because of further contributions due to the
system electronics, i.e. that of the two charge amplifiers and
the D/A and A/D converters, respectively.

B. Relation Between Voltage Noise Density and Phase Noise

Various and statistically independent voltage noise densities
due to the sensor and the system electronics (Ed,system) add
up at the output of the subtractor

E2
d = E2

d,RrRmag + E2
d,RME + E2

d,system. (30)

To determine their relation to the power spectral density Sϕ( f )
of the random phase fluctuations ϕ(t), Eq. (24) is written as

vd(t) = V̂d cos
(
2π frest + ϕ̂( fx) cos(2π fxt)

)
(31)

in which one noise component with the modulation index ϕ̂
at fx represents other spectral components that can be taken
into account by linear superposition. In addition, for this noise
consideration the measurement signal Bx(t) is assumed to be
zero. Based on basic trigonometric identities Eq. (31) can be
rearranged into

vd(t) = V̂d

[
cos(2π frest) − ϕ̂( fx)

2

[
sin(2π( fres − fx)t)

+ sin(2π( fres + fx)t)
]]

(32)

revealing the typical structure of a narrow band small signal
phase modulated signal with a carrier at fres and two symmet-
rical sidebands at fres ± fx. Following the concept of noise
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sidebands [63, pp. 243] the carrier-to-noise sideband ratio

V̂d

V̂d
ϕ̂( fx)

2

= 2

ϕ̂( fx)
= V̂d

Ed( fres ± fx)
√

2
√

� f
(33)

is equal to the carrier-to-voltage noise ratio if a symmetrical
noise distribution (Ed( fres − fx) = Ed( fres + fx)) around the
resonance frequency is assumed. The additional term

√
� f

transforms the voltage noise density into an effective voltage
noise in the bandwidth � f . From Eq. (33) the phase modula-
tion index

ϕ̂( fx) = 2 Ed( fres ± fx)
√

2
√

� f

V̂d
(34)

can be deduced which directly yields the power spectral
density

Sϕ( fx) =
(

2 Ed( fres ± fx)

V̂d

)2

(35)

of the random phase fluctuations ϕ(t) in units of rad2/Hz. For
voltage noise distributed asymmetrically around the resonance
frequency (Ed( fres − fx) �= Ed( fres + fx)) the more generally
valid power spectral density is given by

Sϕ( fx) =
(

Ed( fres − fx) + Ed( fres + fx)

V̂d

)2

. (36)

However, for the frequency range in the vicinity of fres

|T ( fres)| ≈ 1

2
(|T ( fres − fx)| + |T ( fres + fx)|) (37)

and

RME( fres) ≈ 1

2
(RME( fres − fx) + RME( fres + fx)) (38)

are generally good approximations. Because of the neutraliza-
tion Ed,RrRmag( f ) is also symmetric around fres, thus leading
to expressions for the power spectral densities of random phase
fluctuations due to thermal-mechanical noise

Sϕ,RrRmag( fx) =
(

2 |T ( fres)Sdyn( fx)|√4kBT0

V̂d
√

Rr + Rmag

)2

(39)

Eq. (23)=
(

2 |Sdyn( fx)|
√

4kBT0(Rr + Rmag)

V̂ex

)2

(40)

and due to thermal-electrical noise of the loss in the dielectric
material

Sϕ,RME =
(

2 |T ( fres)|√4kBT0

V̂d
√

RME( fres)

)2

(41)

Eq. (23)=
(

2
√

4kBT0 (Rr + Rmag)

V̂ex
√

RME( fres)

)2

. (42)

Obviously, the thermal-electrical noise Ed,RME leads to addi-
tive white phase noise that decreases with the excitation ampli-
tude since V̂d ∝ V̂ex. The phase noise, which is caused by the
thermal-mechanical noise Ed,RrRmag, also decreases with V̂ex.
However, due to the influence of the resonator this additive
phase noise decreases with 20 dB/decade for frequencies fx

above the cutoff frequency fc = fres/(2Q). In contrast to this,
thermal-mechanical noise also leads to white phase noise for
frequencies well below the cutoff frequency ( fx 	 fc).

C. Phase Noise Measurements

With the system described above (Fig. 5), several series of
noise measurements were performed to analyze the sensor’s
phase noise behavior. Without any additional magnetic mea-
surement signal (Bx(t) = 0), the system’s output signal sout(t)
is then equal to the random phase fluctuations ϕ(t) which were
transformed to the frequency domain based on Welch’s method
[64], thus leading to the power spectral densities of random
phase fluctuations Sϕ . In the following, Sϕ( fx) is given as a
function of the frequency fx to clarify that this phase noise
is effective in the same frequency range as the measurement
signal. Formally it would be just as correct to use f here.

For all measurements the sensor was placed inside an
ultra-high magnetic field shielding mu-metal cylinder (Aaronia
AG ZG1) which, in turn, is placed inside a vibrationally
decoupled box with lined absorbers against airborne sound.
In addition, the whole box is coated with a copper fleece,
which shields electrical fields. Furthermore, the sensor is
surrounded by two solenoids inside the mu-metal that are used
for generating both the magnetic bias flux density Bbias as
well as the magnetic measurement signal Bx(t). The latter is
generated with a commercially available current source (Keith-
ley 6221). However, no commercially available power source
was suitable for generating comparatively large bias fields in
the millitesla range while keeping the resulting low-frequency
noise well below 100 pT/

√
Hz. Therefore, an in-house built

setup based on several batteries (capacity > 100 Ah) and a
stepper motor controlled potentiometer in series to the coil
was used.

In a first series of noise measurements the sensor was
magnetically saturated by means of a strong permanent magnet
generating a magnetic bias flux density of Bbias ≈ 20 mT
which is distinctly higher than the sensor’s saturation flux
density < 5 mT (compare e.g. Fig. 2a). At the same time
the amplitude V̂ex of the electrical excitation signal Vex(t)
was increased incrementally. For several values of V̂ex, the
measured phase noise is depicted in Fig. 8a together with
the phase noise contributions due to thermal-mechanical noise
Sϕ,RrRmag (Eq. (40), dashed lines) and due to thermal-electrical
noise of the dielectric material Sϕ,RME (Eq. (42), dotted
lines). As expected, the measured noise spectra decrease
with increasing excitation amplitudes, thus confirming the
additive character of both thermal noise contributions. In addi-
tion, values of measured phase noise and calculated phase
noise Sϕ,RrRmag (dashed lines) agree well for the low fre-
quency range in the range of the sensor’s passband, indicated
by the respective cutoff frequency (black crosses). Due to
the impact of the mechanical resonator, the phase noise
decreases with higher frequencies proportional to f −2

x until
the white phase noise floor beyond the sensor’s passband
is reached. According to previous calculations, the crossover
frequency between frequency-dependent and white phase noise
due to thermal-electrical noise of the dielectric material
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Fig. 8. Power spectral densities of the measured random phase fluctuations ϕ(t) at the sensor system’s output for the sensor in magnetic saturation (a) and
for the sensor in its magnetic operating point (b) for various amplitudes of the excitation signal. For the magnetically saturated sensor, the additive phase
noise due to thermal-mechanical (Eq. (40), dashed lines) and due to thermal-electrical noise (Eq. (42), dotted lines) decreases with the excitation amplitude
V̂ex. For the sensor in its magnetic operating point low-frequency parametric phase noise occurs whose underlying physical noise process must exhibit a f −1

x
characteristic because an amount of f −2

x is attributed to the influence of the resonator. The slightly different levels of white phase noise floors between the
measurements in (a) and (b) are probably due to different states of charge of the battery supplying the amplifier, thus leading to different drain currents in
the amplifier’s discrete JFET front-end [25].

(Sϕ,RrRmag = Sϕ,RME) is about 50 Hz. However, as already dis-
cussed in the context of Fig. 7, the overall noise floor outside
the sensor’s passband is dominated by noise contributions of
the system electronics, thus leading to a crossover frequency
at about 10 Hz for the system under investigation.

The same series of measurements was repeated for the
sensor not being saturated anymore but brought into its
magnetic operating point of Bbias = 0.65 mT after saturating
the sensor in negative direction and stepwise incrementing
Bbias. The measured phase noise acquired in this way is
shown in Fig. 8b, again in comparison to the theoretical
expectations (dashed lines) according to Eq. (40) (phase noise
due to thermal-mechanical noise Sϕ,RrRmag). The measured
phase noise at low excitation amplitudes of about 1 mV still
corresponds to the contribution of the thermal-mechanical
noise. However, for increasing amplitudes V̂ex the measured
phase noise in the sensor’s passband no longer decreases
significantly as for the magnetically saturated case (Fig. 8a).
Thus, the noise contribution of the magnetic material leads
to so-called parametric noise which is independent from the
amplitude of the carrier signal [65, p. 36], at least if the noise
process itself or material properties do not depend on the
amplitude. Such a behavior is well-known from 1/ f flicker
phase noise, e.g. of amplifiers [66]. And indeed, considering
the slope of f −3

x with which the measured phase noise
decreases, the underlying physical noise process must exhibit
a f −1

x characteristic because an amount of f −2
x is attributed

to the influence of the resonator.
To further verify the relationship between the sensor’s

magnetic state and the magnetically induced phase noise,
measurements as a function of the magnetic bias flux density
Bbias from negative to positive saturation were conducted
(inverse measurement gives results mirrored on the axis of

ordinates). As depicted by the corresponding power spec-
tral densities of the random phase fluctuations in Fig. 9a,
the f −1

x flicker phase noise and the f −3
x phase noise at the

sensor system’s output, respectively, clearly depend on the
sensor’s magnetic state. In fact, as shown by the measured
phase noise at a frequency of 1 Hz in Fig. 9b, the induced
phase noise is unambiguously related to the magnetic losses,
represented by Rmag. For operating points with low losses,
i.e. at which the magnetic sensitivity is low, e.g. near satu-
ration and for Bbias = 0, also the phase noise adopts lower
values. In contrast, the phase noise is particularly high when
the losses or the magnetic sensitivity is high (dashed lines
at Bbias = ±0.65 mT). In investigations on magnetoresistive
sensors, an identical behavior could be observed in the past
[67], [68]. These sensors also show largest noise for operating
points of maximum sensitivity which was attributed to random
fluctuations of the magnetization due to magnetic domain wall
movements and rotations [68], [69].

D. Magnetically Induced Flicker Phase Noise

Due to the significant relation to the magnetic losses it
is obvious to describe the magnetically induced phase noise
using the fluctuation-dissipation theorem. Based on that theo-
rem, the power spectral density of random fluctuations of the
magnetization M

SM( fx) = 4kBT0

2π fx Vmag

μ′′
r,eff

μ0
(43)

with the physical dimension (A/m)2/Hz can be derived [70],
[71] which can be referred to as flicker magnetization noise
since the power density decreases with 1/ fx. This expression
is typically given as a function of the imaginary part μ′′

r of
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Fig. 9. Power spectral densities of the measured random phase fluctuations ϕ(t) at the sensor system’s output for a constant excitation amplitude of
V̂ex = 100 mV as a function of the magnetic bias flux density Bbias measured increasingly from negative to positive magnetic saturation. The magnetically
induced phase noise significantly changes with Bbias while the slope stays constant as far as the sensor is not in magnetic saturation (a). Obviously, the
measured phase noise is directly linked to the magnetic losses, represented by Rmag, and for this excitation amplitude always higher than the phase noise due
to the sensor’s thermal-mechanical noise Sϕ,RrRmag (b).

the magnetic material’s complex permeability μr = μ′
r − jμ′′

r .
In general, however, μ′′

r is also used to account for other losses,
in particular eddy current losses, which in turn do not corre-
spond with flicker noise but with frequency-independent white
noise [72]. Therefore, in this article, an effective complex per-
meability μr,eff = μ′

r − jμ′′
r,eff is used to cover only for mag-

netic hysteresis losses corresponding with 1/ f flicker noise.
Furthermore, μ0 = 4π · 10−7 Vs/(Am) and Vmag denote the
vacuum permeability and the volume of the magnetic material,
respectively. Thus, fluctuations of the magnetization can be
decreased by larger magnetic volumes, at least if the magnetic
losses μ′′

r,eff do not rise proportionally with Vmag. However,
literature shows that volume and losses are generally not
independent of each other [73].

The expression for changes of the resonant sensor’s phase
response γ ( f ) (Eq. 8) at the resonance frequency fres due to
changes of the magnetization M

∂γ ( fres)

∂M
= ∂γ ( f )

∂ f

∣∣∣∣
f = fres

∂ fres

∂M
(44)

can be factorized into two terms. The first term describes the
changes of the sensor’s phase response at fres due to a detuning
of the resonator. As discussed above, this term is equal to the
electrical sensitivity Selec (Eq. (9)). The second term covers the
detuning of the resonator due to changes of the magnetization.
With the magnetic susceptibility χ = ∂M/∂ H = μ′

r − 1, with
B = μ0 H , and with Smag = ∂ fres/∂ B (Eq. (5)) the second
term

∂ fres

∂M
= ∂ fres

∂ H

∂ H

∂M
= ∂ fres

∂ H

1

χ
= ∂ fres

μ0∂ H

μ0

χ
(45)

= Smag
μ0

χ
≈ Smag

μ0

μ′
r

(46)

can be expressed as a function of the magnetic sensitivity
Smag and the real part μ′

r of the effective permeability. The
approximation is generally valid for commonly utilized mag-
netic materials with high permeabilities (μ′

r 
 1).
Using these relations, the power spectral density of ran-

dom phase fluctuations due to random fluctuations of the

magnetization yields

Sϕ,M( fx) = SM( fx)

∣∣∣∣∂γ ( fres)

∂M

∣∣∣∣2 |Sdyn( fx)|2 (47)

= SM( fx)|Selec|2
∣∣∣∣Smag

μ0

μ′
r

∣∣∣∣2

|Sdyn( fx)|2 (48)

in which the dynamic sensitivity Sdyn (Eq. (13)) accounts
for the additional decrease in phase noise with increasing
frequency due to the resonator. With Eq. (43) and the sensor’s
overall phase sensitivity SPM (Eq. (14)) the expression further
simplifies to

Sϕ,M( fx) = 4kBT0

2π fx Vmag
|SPM( fx)|2

μ0μ
′′
r,eff

(μ′
r)

2 , (49)

clarifying that the magnetically induced phase noise is propor-
tional to the sensor’s sensitivity.

E. Limit of Detection

The limit of detection (LOD) of a magnetic field sen-
sor system denotes the frequency-dependent noise floor, i.e.
an amplitude spectral density, in units of T/

√
Hz [46]. Thus,

the LOD is given by the ratio of the amplitude spectral density
of random phase fluctuations and the phase sensitivity.

Considering only the phase noise Sϕ,RrRmag (Eq. (40)) due
to the resonator’s thermal-mechanical noise, the fundamental
LOD is given by

LODRrRmag( fx) =
√

Sϕ,RrRmag( fx)

|SPM( fx)| (50)

= fres
√

4kBT0(Rr + Rmag)

V̂ex Q|Smag|
(51)

which is frequency-independent, deteriorates with the losses,
and improves with the magnetic sensitivity. In particular, this
fundamental LOD could be improved simply by increasing
the excitation amplitude because the phase noise due to
thermal-mechanical noise is additive (Fig. 8a). For the sensor
under investigation, with typical values (compare Fig. 6a)
of fres = 7450 Hz, Rr + Rmag = 388.85 k�, Q = 1121.7, and
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Fig. 10. Calculated limit of detection (LOD) at a frequency of 1Hz
and for typical sensor parameters ( fres = 7450 Hz, Rr + Rmag = 388.85 k�,
Q = 1121.7, Smag = 80 Hz/mT, Vmag = 6 · 10−12 m3) at room tem-
perature (T0 = 290 K). The fundamental LOD is limited by additive
thermal-mechanical noise, thus LODRrRmag (Eq. (51)) improves with the
excitation amplitude V̂ex. Parametric magnetically induced phase noise Sϕ,M
(Eq. (49)) limits the LOD of real sensors. However, LODM (Eq. (52) and (54))
can be improved by decreasing the relative magnetic loss factor tan δmag/μ′

r .

Smag = 80 Hz/mT the frequency-independent LOD would
result, e.g. in a value as low as 6.5 pT/

√
Hz for an electrical

driving amplitude of V̂ex = 1 V (dashed line in Fig. 10).
However, because the sensor system’s overall noise floor

is dominated by magnetically induced phase noise (as shown
in Fig. 9b this noise is usually distinctly higher than phase
noise due to the resonator’s thermal-mechanical noise when
the magnetic material is not saturated) it is more convenient
to consider Sϕ,M( fx) (Eq. (49)) for the determination of the
detectivity

LODM( fx) =
√

Sϕ,M( fx)

SPM( fx)
=

√
4kBT0

2π fx Vmag

μ0μ
′′
r,eff

(μ′
r)

2 (52)

which improves with 1/
√

fx. Remarkably, in that case, the
limit of detection does not depend on the sensor’s sensitivity
at all but is solely determined by the volume and the magnetic
properties μ′

r and μ′′
r,eff of the magnetostrictive film which,

in turn, depend on the sensor’s operating point in terms of bias
field, excitation frequency, and excitation power. A basically
identical result was reported e.g. for giant magnetoimpedance
sensors, for which the fundamental detectivity is also inde-
pendent of the sensitivity [74]. A recently published article
[38] about magnetic domain activities confirms the relation
between magnetic losses and magnetic noise in periodically
driven magnetoelectric cantilevers. The authors also come to
the conclusion that controlling the magnetic domain behavior
is the key to optimum sensor performance.

For the sensor under investigation magnetically coated with
a volume of Vmag = 3 mm · 1 mm · 2 μm = 6 · 10−12 m3, the
expression for the LOD can be further simplified to

LODM( fx) = 23.1 nT√
fx

√
μ′′

r,eff

μ′
r

(53)

= 23.1 nT√
fx

√
tan δmag

μ′
r

, (54)

Fig. 11. Measured phase noise at a frequency of 1 Hz (same data as in
Fig. 9b) and measured limit of detection (LOD), also at a frequency of 1 Hz
for a constant excitation amplitude of V̂ex = 100 mV as a function of Bbias
measured increasingly from negative to positive magnetic saturation. Best
values as low as LOD(1 Hz) = 292 pT/

√
Hz are obtained in the sensor’s

magnetic operating point at Bbias = 0.65 mT.

clarifying the exclusive dependence on the magnetostrictive
film’s magnetic properties. The best value for the detectivity
of LOD(1 Hz) = 292 pT/

√
Hz is measured around a

bias flux density of Bbias = +0.65 mT (Fig. 11) despite
the higher losses compared to the operating point
around Bbias = −0.65 mT (Fig. 9b) for which a value
of LOD(1 Hz) = 394 pT/

√
Hz is achieved. The reason

is the higher magnetic sensitivity in this measurement of
Smag = 61.3 Hz/mT at Bbias = +0.65 mT compared to a
value of Smag = 42.5 Hz/mT at Bbias = −0.65 mT. Thus,
an optimum LOD is achieved at an operating point at which
the sensitivity-to-loss ratio Smag/Rmag is maximized.

From a measured value LOD(1 Hz) = 292 pT/
√

Hz
at Bbias = +0.65 mT the relative magnetic loss
factor can be determined to tan δmag/μ

′
r = 1.6 · 10−4

(tan δmag/μ
′
r = 2.9 · 10−4 at Bbias = −0.65 mT). Due to the

dependence of the magnetic properties on e.g. the material
composition, thickness, magnetic domain configuration, shape,
etc. and also due to their interdependencies it is difficult to
compare the determined value with other values from the
literature. However, values reported in [70] are at least in
the same order of magnitude even though the investigated
samples were measured at cryogenic temperatures. For
typical parameters of the sensor under investigation, Fig. 10
depicts resulting limits of detection at a frequency of 1 Hz for
various relative magnetic loss factors. Because the LOD is
proportional to the square root of this loss factor, tan δmag/μ

′
r

needs to be decreased by two orders of magnitude in order to
improve the LOD by a factor of ten.

IV. CONCLUSION

In this article, a cantilever-type magnetoelastic resonant
sensor, representative for other kinds of magnetoelastic res-
onators, has been investigated. Such sensors for the detection
of low-frequency and low-amplitude magnetic fields utilize the
�E effect which leads to a magnetically induced resonance
detuning. For the detection of the resonator’s detuning, the
sensor is preferably driven by an electrical excitation signal
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which, in turn, is then phase modulated by the magnetic
measurement signal. Based on the dynamics of resonant
mechanical structures an expression for the overall phase
sensitivity has been derived. Such sensors exhibit several loss
mechanisms that lead to random vibrations of the structure
(thermal-mechanical noise) as well as to random agitation
of the charge carriers flowing through the sensor (thermal-
electrical noise). The phase noise resulting from these thermal
noise sources can not only be predicted accurately but also
decreased easily by increasing the excitation amplitude (addi-
tive noise). However, it has been shown that losses appearing
in the sensor’s magnetic material due to domain wall actions
clearly generate additional flicker phase noise that can not be
decreased by increasing the excitation amplitude (parametric
noise). Based on the fluctuation-dissipation theorem indicat-
ing random fluctuations of the magnetization, an analytical
expression for the magnetically induced phase noise could
be derived. With this result, not only the fundamental LOD
due to thermal vibrations of the mechanical structure but also
the LOD for sensors impaired by magnetically induced phase
noise could be described. In particular, in the latter case,
the LOD does not depend on the sensitivity but is solely
determined by the dynamic loss properties of the magnetic
layer, at least if the magnetic sensitivity is high enough such
that thermal noise sources are negligible. Hence, instead of the
sensitivity, the magnetic losses, represented by the material’s
effective complex permeability, should be considered as the
most important parameter for the further improvement of such
sensors. This implication is not only valid for magnetoelastic
cantilevers but also applies to any type of magnetoelastic
resonator.

Please note that all statements made in this article refer to
magnetic fields oriented along the long axis of the cantilever as
depicted in Fig. 1. If the low-amplitude magnetic measurement
signal Bx(t) is applied at a different angle, only the sensi-
tivity decreases cosinusoidally while all noise contributions
remain unchanged. Thus, independently of the dominant noise
source, the LOD worsens by the same factor the sensitivity is
decreased. Contrary, if the ambient magnetic bias flux density
Bbias is applied at a different angle, the sensor’s magnetic
state might be altered significantly. Due to the tight relation
between the magnetic state and the magnetic losses, not only
the magnetic sensitivity but also the noise contributions will
change (with exception of the thermal-electrical noise caused
by the dielectric losses of the piezoelectric material). As long
as the overall noise floor is dominated by random fluctuations
of the magnetization, the LOD is still exclusively determined
by the relative magnetic loss factor (Eq. (54)).
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7.1 Exchange Biased ∆E-Effect Sensors for Localization
All ∆E-effect sensors presented previously were characterized and operated under the applica-
tion of an external magnetic bias field. Magnetic bias fields are often created by external coils
around the sensor, which makes the device occupy a large volume, and renders it unhandy for
practical applications. Other potential solutions include the integration of permanent magnets
into stationary measurement setups. Such a setup has been used to localization magnetically
labeled cells, and it is presented in Appendix B. However, for nonstationary setups and for
sensor arrays with many sensor elements, the additional electronics and potentially interfering
stray fields of the coils or the permanent magnet may be highly disadvantageous.

This section presents a step towards the application by discussing the first ∆E-effect magne-
tometer, which is based on exchange-biased multilayers and does not require external coils for
operating. A dual-mode operating scheme is demonstrated to localize the sensor and simulta-
neously measure a small-amplitude and low-frequency magnetic field.
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Exchange biased delta‑E effect 
enables the detection of low 
frequency pT magnetic fields 
with simultaneous localization
B. Spetzler1, C. Bald2, P. Durdaut2, J. Reermann2, C. Kirchhof1, A. Teplyuk2, D. Meyners1, 
E. Quandt1, M. Höft2, G. Schmidt2 & F. Faupel1*

Delta‑E effect sensors are based on magnetoelectric resonators that detune in a magnetic field due to 
the delta‑E effect of the magnetostrictive material. In recent years, such sensors have shown the 
potential to detect small amplitude and low‑frequency magnetic fields. Yet, they all require external 
magnetic bias fields for optimal operation, which is highly detrimental to their application. Here, we 
solve this problem by combining the delta‑E effect with exchange biased multilayers and operate the 
resonator in a low‑loss torsion mode. It is comprehensively analyzed experimentally and theoretically 
using various kinds of models. Due to the exchange bias, no external magnetic bias fields are required, 

but still low detection limits down to 350 pT
/

√

Hz at 25 Hz are achieved. The potential of this concept 
is demonstrated with a new operating scheme that permits simultaneous measurement and 
localization, which is especially desirable for typical biomedical inverse solution problems. The sensor 
is localized with a minimum spatial resolution of 1 cm while measuring a low‑frequency magnetic test 
signal that can be well reconstructed. Overall, we demonstrate that this class of magnetic field sensors 
is a significant step towards first biomedical applications and compact large number sensor arrays.

The detection of low-frequency magnetic fields and the localization of its source is of interest for many biological 
and biomedical  applications1–3. Because these fields result in very small signal amplitudes in the pT regime and 
below, SQUID  magnetometers4 are traditionally used. These sensors are extensive and expensive in operation, 
as they base on superconducting devices that must be cooled and magnetically well-shielded during the meas-
urements. Significant progress has been made with optically pumped  magnetometers5,6. They sense magnetic 
fields by the change of transmission of a laser beam through a gas cell upon application of a magnetic field. With 
this concept detection limits in the order of a few fT

/√
Hz were achieved in a frequency range from about 

1–100  Hz7. Although their handling is improved compared to SQUID magnetometers, they still require a mag-
netically shielded environment and external temperature control. For both types of sensors, the limited integra-
bility and the comparatively large size limit the number of sensors that can be used in typical biomedical array 
applications. Such applications are mainly inverse solution problems, such as MEG source  localization8 or source 
imaging of the  heart9. For a correct solution the precise knowledge of the sensor’s position and orientation is 
 essential10 as well as a large number of measurements.

In recent years, strain-mediated magnetoelectric composite magnetic field sensors have been investigated 
for similar  purposes11–13. They consist of mechanically coupled magnetostrictive and piezoelectric materials and 
can be processed on a large scale by MEMS technology with dimensions of a few  millimeters14 down to a few 
 micrometers15,16. Such small devices are of special interest for array applications due to the potentially improved 
spatial resolution and reduced equipment costs.

Utilizing the magnetoelectric  effect12, limits of detection < 1pT/
√
Hz can be  reached17 with cm sized sen-

sors, but only in mechanical resonance. Hence, the low detection limits are restricted to rather high-frequency 
magnetic fields within a narrow bandwidth around the device’s resonance frequency. Such high frequencies and 
small bandwidths do not match the requirements of many biomedical applications.
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One way to overcome the limitations is the utilization of modulation techniques used e.g. in the delta-E 
effect read-out scheme. The delta-E effect of the magnetic  material18–21, is the change of the Young’s modulus 
upon application of a magnetic field or a mechanical stress. Using the sensor concept with plate and cantilever 
magnetoelectric resonators, detection limits in the sub-nT regime have been achieved in frequency bandwidths 
up to 100  Hz16,22–25. Such low detection limits are achieved by applying a magnetic bias field with external coils 
to operate the sensor at its optimum signal-to-noise ratio, close to the maximum curvature of the magnetostric-
tion curve. This comes at the expense of integrability and size of the sensor system with direct consequences 
for the application.

In general, coils require additional electronics and are difficult to integrate, which diminishes the advan-
tage of using integrable technology for the magnetoelectric resonators. In previously presented delta-E effect 
 sensors16,22–25, the coils increase the size of the system to several centimeters, even though the actual resonators 
have only dimensions in the hundreds of µm to mm range. As a result, the minimum distance of sensor and 
source increases, which can reduce the measured signal amplitude significantly. Moreover, the size and stray 
fields of the coils can be problematic for building dense, large number sensor arrays that are desirable for many 
biological and biomedical applications. Consequently, replacing the coils is an important step towards application.

A few devices avoid external magnetic bias fields using magnetic  hysteresis16,22 at the expense of the detec-
tion limit. Magnetic hysteresis is connected with statistical magnetization or domain reorientation processes, 
which are intrinsically linked to magnetic  noise26. Consequently, this approach is potentially problematic for the 
reproducibility, stability, and the noise performance of magnetic field sensors.

A different way of achieving self-biased systems is the implementation of exchange biased  multilayers27,28. 
Such multilayers consist of a sequence of antiferromagnetic and ferromagnetic layers. The magnetization of these 
layers is coupled at their interface by a unidirectional exchange interaction that defines a preferable direction of 
the magnetization in the ferromagnetic  layers29. Overall, the effect on the ferromagnetic layers is similar to an 
external magnetic field.

Here we report on mm-sized delta-E effect sensors based on exchange biased multilayers and analyze their 
potential for the detection of small amplitude and low-frequency magnetic fields. A domain  model30 is extended 
to describe the magnetoelastic properties of the multilayer. Various other models are used to analyze measure-
ments of the electromechanical and the sensing characteristics. Further, we demonstrate an operation technique 
that combines the advantages of direct magnetoelectric and delta-E operation. It permits the detection of low-
frequency magnetic fields using the delta-E effect in a higher resonance mode (RM), while simultaneously using 
the direct detection of the first mode to localize the sensor. The simultaneous measurement of location and signal 
is expected to be especially advantageous if the source can move, which is typically the case for source localiza-
tion or imaging on patients. As a proof of concept, we use this technique to measure the magnetic field of a low 
frequency magnetic test signal with the delta-E effect, while localizing the sensor via the direct detection scheme.

Results
Exchange biased MEMS sensor. The magnetoelectric composite sensors presented in this study are made 
by MEMS technology on a polysilicon cantilever surrounded by a silicon frame (Fig. 1a). The W = 1 mm wide, 
L = 3 mm long, and 50 µm thick cantilevers are covered by a magnetic multilayer and a piezoelectric AlN layer 
(Fig. 1c). The magnetic layer is made of a sequence of 20× (Ta / Cu / Mn70Ir30/Fe70.2Co7.8Si12B10) with a total 
thickness of about 4 µm. The multilayer is tempered under application of a strong magnetic field applied at an 
angle of 55° relative to the long cantilever axis. This process induces a magnetic easy axis and sets the exchange 
bias field. The 2 µm thick AlN  layer31 on top of the magnetic film is used for excitation and read-out simultane-
ously. It is sandwiched by two Ta-Pt electrodes. An adapted electrode  design23 permits the efficient excitation 
of the 1st and 2nd bending mode. In this study both electrodes E1 and E2 (Fig. 1b) are used. Process details are 
described in the “Materials and methods” section. As shown in Fig. 1a, the MEMS chip with the magnetoelec-
tric cantilever is placed on a printed circuit board (PCB) and connected to a low noise JFET charge amplifier. 
Its equivalent circuit is given in Ref.32. The PCB is mounted on a 3D-printed holder and encapsulated in a brass 
cylinder (brass thickness: 2.1 mm) for electrical shielding and mechanical protection.

Magnetic properties. For the analysis of the magnetic properties, a magnetoelastic model is built. Simple 
single-domain models are accompanied by strong magnetic hysteresis for magnetic fields that are not applied 
along the magnetic hard  axis33. In soft-magnetic FeCoSiB thin-films, domain wall motion is expected to domi-
nate the magnetization reversal  process26. This causes a significantly smaller coercive field than predicted by 
single-domain Stoner-Wohlfarth models, especially for magnetic fields applied close to the magnetic easy axis. 
Consequently, domain wall motion must be considered to describe the magnetization and the delta-E effect. The 
few numerical domain models that  exist30,34 include neither exchange bias fields, nor arbitrary magnetic field 
directions and are therefore extended by the respective energy contributions (“Materials and methods” section).

In Fig. 2a measured and modeled magnetization curves are compared for a magnetic flux density B applied 
along the long axis (ϕH = 0◦) , the short axis (ϕH = 90◦) , and for an example angle in between (ϕH = 60◦) . The 
model matches the measurements well. Only small deviations occur around the transition from a dominant 
wall motion to a dominant moment rotation, which results in a larger curvature of the modeled magnetization 
curves. In a real multi-domain sample, the spatially distributed magnetic domains and effective anisotropies 
are expected to smooth out this transition. Overall, the model does reproduce the measured magnetization 
behavior correctly, even over the full range of ϕH (Fig. 2b). An effective easy axis orientation of θ = 1.5◦ relative 
to the x-axis is found from the fit, with an effective uniaxial anisotropy energy density of Ku = 1.8 kJ/m3. The 
exchange bias field is found to be oriented ϕex = 46◦ with a magnitude Bex ≈ 0.8 mT . This is identical to the 



3

Vol.:(0123456789)

Scientific Reports |         (2021) 11:5269  | https://doi.org/10.1038/s41598-021-84415-2

www.nature.com/scientificreports/

orientation and magnitude found experimentally from the x-axis offset of the two measured hysteresis curves 
along ϕH = 0◦ and ϕH = 90◦.

Direct operation. For the sensor localization, the direct detection mode will be used. It utilizes the direct 
magnetoelectric effect in the first resonance mode (RM1), the first bending mode. The magnetoelectric effect is 
often characterized by the magnetoelectric coefficient

Figure 1.  Exchange biased delta-E effect sensor. (a) Exchange biased magnetoelectric composite cantilever 
sensors presented in this study with (top) and without (bottom) encapsulation. The devices consist of a MEMS 
chip with a magnetoelectric resonator on a printed circuit board (PCB) with a JFET charge  amplifier32. The PCB 
is mounted on a 3D-printed holder (black) with a ring at its end for mechanical protection of the cantilever. 
A brass encapsulation (brass thickness: 2.1 mm) is used for electrical shielding. (b) Microscopy image of a 
cantilever (W = 1 mm, L = 3 mm) with top electrodes E1 and E2. (c) Schematic cross section of the cantilever with 
thicknesses of the functional layers and the structure of the exchange biased magnetic multilayer. Details are 
given in the “Materials and methods” section.

Figure 2.  Magnetic and magnetoelectric properties. (a) Magnetization loops measured with a BH-loop 
tracer in three different directions are compared with the simulations: along the long axis (ϕH = 0◦) , the 
short axis (ϕH = 90◦) , and an example orientation in between (ϕH = 60◦) . For the exchange bias field a 
magnitude Bex ≈ 0.8 mT and orientation of (ϕex = 46◦) is obtained. (b) Comparison of measured and modeled 
magnetization curves in the range of ϕH = 0◦ − 180◦ . (c) Magnetoelectric coefficient αME of the first bending 
mode (RM1), calculated via Eq. (1) from the measurements. The ac magnetic flux density is applied along the 
x-axis (a) with an amplitude of B̂ac = 100 nT . From a harmonic oscillator fit a quality factor of Q1 ≈ 445 and 
a resonance frequency of about fr,1 = 7728 Hz are calculated. (d) Detection limit measured around the first 
bending mode. A minimum value of about LODME = 150 pT/

√
Hz is obtained at fr,1 with encapsulation, and 

an estimated value of approximately LODME = 30 pT/Hz without.
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which can be calculated from the voltage amplitude ûp across the piezoelectric layer, the thickness tp of the piezo-
electric layer and the ac amplitude B̂ac of the field to be measured, applied along the x-axis (Fig. 2). The voltage 
amplitude ûp across the piezoelectric layer relates to the output voltage amplitude ûco of the charge amplifier 
via the feedback capacitance Cf = 33 pF of the charge amplifier and the capacitance CME of the magnetoelectric 
sensor, which is determined in the following section as CME = 63 pF . All amplitudes in this paper are tagged 
with a hat in contrast to root mean square values.

For the characterization of the first bending mode (RM1) in the direct detection mode, a sinusoidal magnetic 
field was applied along the x-axis with an amplitude B̂ac = 100 nT and frequencies fac around the expected first 
bending resonance frequency. The magnetoelectric coefficient αME is calculated with Eq. (1) and a harmonic 
oscillator fit is used to characterize the resonance mode (“Materials and methods” section). The results are plot-
ted in Fig. 2c. In resonance of the first bending mode we obtain αME = 0.22 kV/(Oe · cm) = 220 MV/(T ·m) 
and a voltage sensitivity at the output of the charge amplifier of SME = 856 V/T . A quality factor of Q1 ≈ 445 
and a resonance frequency of fr,1 = 7728 Hz are obtained from the harmonic oscillator fit. This yields a -3 dB 
signal bandwidth of bw1 ≈ 8.6 Hz via bw1 = fr/(2Q)

35. With an additional noise measurement, we achieve a 
limit of detection of about LODME = 150 pT/

√
Hz (Fig. 2d) for the direct detection in resonance. The voltage 

sensitivity and the limit of detection are in the same range but slightly improved compared to recent values of 
smaller, externally biased  devices36. It is worth noting that the ac magnetic field is damped due to the − 3 dB 
cut-off frequency of the brass cylinder at 1.5 kHz. Without the cylinder, the ME voltage sensitivity around the 
resonance frequency increases by a factor of about 5, which improves the limit of detection to an estimated value 
of approximately LODME = 30 pT/Hz. Here, a limit of detection in the lower pT-regime is not required, because 
the direct detection mode is only used for the sensor localization.

Delta‑E operation. For the detection of low-frequency magnetic fields, the sensor is operated in delta-E 
mode. During the delta-E operation, a sinusoidal voltage is applied to the piezoelectric layer to drive the resona-
tor close to its mechanical resonance frequency. A change in the magnetic field leads to a shift of the resonance 
frequency due to the delta-E effect. This frequency shift leads to a corresponding change of the sensor’s electri-
cal admittance. Hence, an alternating magnetic field modulates the current through the sensor, which can be 
measured as a voltage uco with a charge amplifier. In general, the modulation occurs in amplitude and in phase, 
depending on the excitation frequency fex . In our case, the operating point is chosen such that the phase modu-
lation can be neglected in good approximation. For small signals, the output voltage at the charge amplifier is 
then approximately:

Here ûex is the amplitude of the excitation voltage and 
∣

∣Zf(fex)
∣

∣ the impedance magnitude of the charge ampli-
fier’s feedback network. In the equation, Y0 :=

∣

∣Y(fex,B0)
∣

∣ is the magnitude of the electrical admittance at fex and 
the magnetic dc bias flux density B0 optionally applied in x-direction during operation or for characterization. 
The alternating magnetic flux density Bac along the x-axis modulates the amplitude ûco of uco via the amplitude 
sensitivity Sam . The sensor’s bandpass characteristic is included in Sdyn and can be described by a first-order Bessel 
 filter37.We define the amplitude sensitivity in accordance  with38 as:

with the electrical amplitude sensitivity Sel and the magnitude B of the dc flux density along the x-axis. The mag-
netic sensitivity Smag can be obtained from the slope of the resonance frequency fr as a function of the applied 
magnetic flux density B at B0 . To compare the electric and magnetic sensitivities of different devices, relative 
sensitivities Smag,r := (dfr/dB)f

−1
r  and Sel,r := (d|Y |/df )fr are defined. To reconstruct the magnetic measure-

ment signal Bac(t) , the charge amplifier’s output signal uco(t) is fed into a quadrature amplitude demodulator. 
Its output voltage is given by

yielding a voltage sensitivity of

The limit of detection (LOD), also reffered to as equivalent magnetic noise floor or detectivity can be esti-
mated by

(1)αME = ûp

tpB̂ac
, with ûp = ûco

Cf

CME

(2)uco(t) ≈
∣

∣Zf(fex)
∣

∣ · ûex ·
[

Y0 + SdynSamBac(t)
]

· cos(2π fext).

(3)Sam = SmagSel :=
dfr

dB

∣

∣

∣

∣

B=B0

d|Y |
df

∣

∣

∣

∣

f=fex,B=B0

(4)u(t) = 1

2

∣

∣Zf(fex)
∣

∣ · ûex ·
[

Y0 + SdynSamBac(t)
]

,

(5)SV = 1

2

∣

∣Zf(fex)
∣

∣ · ûex · SamSdyn

(6)LOD(f ) = U(f )

SV(f )
,
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With U being the voltage noise spectral density at the demodulator’s output for Bac = 0 . For the delta-E opera-
tion we use a higher resonance mode (RM). Compared to the first bending mode (RM1) the higher resonance 
frequency yields a larger signal bandwidth and previous studies have shown a superior sensitivity and LOD23,38. 
To find the optimum operating point parameters for the delta-E operation, the admittance Y is measured as a 
function of the excitation frequency fex over a frequency range in which the second bending mode is expected.

The measurement is performed with an excitation amplitude of ûex = 650 mV and a magnetic bias field of 
B = 0 mT. As shown in Fig. 3a, the measurement reveals two resonance modes, we refer to as RM2 and RM3, 
approximately 100 Hz apart from each other. To analyze these modes a modified Butterworth van Dyke (mBVD) 
 model39 is fitted to the data. Within this model, each resonance mode is described by an LCR series circuit, both 
in parallel to each other and to the sensor capacitance CME . A sketch of the mBVD model is shown in Fig. 3b 
together with the magnitude |Sel| of the electrical sensitivity derived from |Y | . The model fits the measurements 
well with the parameters given in Table 1. From these parameters, the resonance frequencies fr = (2π

√
LC)−1 

and the quality factors Q = R−1√L/C are calculated.
The resonance frequencies are found to be fr,2 = 47.961 kHz and fr,3 = 48.082 kHz . Both modes exhibit high 

quality factors of Q2 ≈ 1400 and Q3 ≈ 1160 , respectively. Especially Q2 is higher compared to typical values of 
Q ≈ 100022,23,25 for cantilever sensors of a comparable geometry in the first and second bending mode. Among 
other influence factors, the quality factor depends on the local magnetic  properties22,40, and significantly on the 

Table 1.  Results of the mBVD fit. Equivalent circuit parameters, resonance frequencies fr and quality factors 
Q of the two higher resonance modes RM2 and RM3 at zero bias field.

fr[kHz] Q L [kH] C [fF] R [ k�] CME[pF]

RM2 47.961 1410 1.4114 7.8 301.68
63

RM3 48.082 1156 0.9937 11 259.62

Figure 3.  Sensitivity of delta-E operation. (a) Measured and modeled electrical admittance of the sensor at 
B = 0 and (b) the absolute of its derivative. The modified BVD equivalence circuit used for the fit is shown as 
inset and the resulting values are given in Table 1. (c) Solutions of the finite element study for the first three 
resonance modes (RM1-RM3) with eigenfrequencies fr,1 < fr,2 < fr,3 , (d) Simulation and measurements of 
the resonance frequencies and (e) its first derivative the magnetic sensitivity Smag , as a function of the magnetic 
bias field applied along the x-axis. The black, dashed lines mark the frequency of operation at zero bias and the 
corresponding magnetic sensitivity Smag and resonance frequency. The measurement was started in the negative 
magnetic field regime along the cantilever’s long axis.
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air damping of the specific resonance  mode41. Hence, the higher Q2 of RM2 could indicate the excitation of a 
different kind of resonance mode.

With a finite element-based eigenfrequency study (“Materials and methods”) the eigenfrequencies of the first 
three resonance modes (RM1-RM3) of the beam are calculated. Consistent with the measurements, we find the 
first bending mode at about 7700 Hz and the second bending mode and the first torsional mode both at about 
48 kHz. The resulting mode shapes are shown in Fig. 3c. Details on the model and the material parameters used 
are given in the “Materials and methods” section. As a consequence of the high Q-factors, the − 3 dB bandwidths 
bw = fr/(2Q)

35 with values of bw2 = 17 Hz and bw3 = 21 Hz are slightly smaller than typical bandwidths of the 
second bending mode. A maximum electrical sensitivity of Sel ≈ 0.2µS/Hz(Sel,r ≈ 1 S/%) is found at an excita-
tion frequency of fex = 47.96 kHz ≈ fr,2 . To analyze the magnetic sensitivities Smag of the two resonance modes, 
the sensor’s admittance is measured for different magnetic bias flux densities B applied along the x-axis (Fig. 2), 
starting close to negative magnetic saturation at B = − 8 mT. The resonance frequencies fr are then extracted with 
the mBVD model and plotted in Fig. 3d.

With the Euler–Bernoulli eigenfrequency equation (“Materials and methods” section) of the second bending 
mode we calculate fr using the Young’s modulus E(B) predicted by the domain model [“Materials and meth-
ods”, Eq. (16)]. Using the same model parameters as in Fig. 2 leads to an excellent match between modeled and 
measured fr(B) curve of RM3 in Fig. 3d and e. The only parameter altered is the effective anisotropy energy 
density, which is reduced to K = 1160 J/m3. The smaller Ku could be caused by the simplified domain structure 
of the model, but it is also expected because the 2nd bending mode was found to weight the magnetic properties 
locally and thereby avoid regions of large effective anisotropy energy densities at the clamping of the  cantilever38.

Whereas for RM3, fr(B) data are given over the complete range of B, no data are shown for RM2 between 
− 0.9 and − 0.2 mT. In this flux density range, the resonance mode RM2 is no longer excited and hence, not pre-
sent in the measured admittance characteristic. It is observed in all sensors investigated here and not a unique 
property of this sample. The magnetic sensitivity Smag , as defined in Eq. (3) is calculated from the measured and 
modeled data in Fig. 5a and plotted in Fig. 3e. Whereas the maximum magnetic sensitivity of RM2 is located 
at zero bias field, for RM3 it is shifted to -0.8 mT. This is a direct consequence of the implemented exchange 
bias and well reflected by the domain model. At this bias field (− 0.8 mT) the magnetic sensitivity of RM3 is 
Smag ≈ 500 Hz/mT (Smag,r ≈ 1%/mT) . The magnetic sensitivity Smag at B = 0 is approximately the same for both 
resonance modes. Due to the exchange bias it is non-zero and with Smag ≈ 175 Hz/mT (Smag,r ≈ 0.36%/mT) 
only a factor of about three times smaller than the maximum value at − 0.8 mT. Using Eq. (3) the amplitude 
sensitivities of RM2 and RM3 are Sam,2 ≈ 35 µS/mT and Sam,3 ≈ 31.5 µS/mT at B = 0. These sensitivity values are 
within the typical range measured at the optimum bias field of non-exchange biased delta-E effect  sensors22,23,25,42. 
Consequently, the implemented exchange bias enables high sensitivity delta-E measurements without an exter-
nally applied magnetic bias field.

In the following, all measurements are performed at B = 0. An important parameter for the maximum volt-
age sensitivity SV and the optimum limit of detection LOD, is the excitation voltage amplitude ûex . To find the 
optimum ûex , the sensor is operated in RM2 at the determined operating point of fex = 47.96 kHz and B = 0 for 
increasing ûex . A sinusoidal magnetic test signal Bac(t) with an amplitude of B̂ac = 100 nT and a frequency of 
fac = 10 Hz is applied. The sensor’s output signal is demodulated to obtain the voltage amplitude û , required to 
calculate the voltage sensitivity SV . Noise measurements are performed at each ûex to obtain the demodulated 
voltage noise density U, necessary to estimate the LOD with Eq. (6). The results are plotted in Fig. 4a for SV and 
U, and in Fig. 4b the LOD as a function of ûex . It can be seen that, in accordance with Eq. (5), SV increases linearly 
with ûex , consequently Sam is approximately constant with ûex . In contrast to the voltage sensitivity, the voltage 
noise density U increases more than linearly with ûex . We obtain a minimum LOD (at 10 Hz and ûex = 650 mV ) 
of about LOD = 450 pT/

√
Hz . This signal-and-noise behavior has been shown previously on similar sensors 

without exchange  bias25, where the minimum LOD was slightly worse, but at a similar excitation amplitude. It was 
argued that magnetic noise is induced by inverse magnetostriction during the cantilever oscillation and therefore 
increases with the excitation amplitude. The magnetic noise has been linked directly to magnetic domain activity 
in other magnetoelectric sensor devices, which might also apply  here26.

Delta-E signal-and-noise measurements are performed at the optimum operating conditions of ûex = 650 mV 
and B = 0 with frequencies of the magnetic test signal between fac = 1− 300 Hz and an amplitude of 
B̂ac = 100 nT . The measured output amplitude û and the corresponding voltage sensitivity SV [Eq. (5)] as func-
tions of the signal frequency fac are shown in Fig. 4c. As observed in sensors without exchange  bias25 the output 
amplitude decreases with fac due to the low pass characteristic of the mechanical resonator. At about 100 Hz, an 
additional maximum is present in the data that correlates with the appearance of the third resonance mode RM3 
seen in the admittance measurements. With the voltage sensitivity SV , the detection limit (LOD) is calculated as 
a function of fac [Eq. (6)] and plotted in Fig. 4d. We obtain an LOD2 ≤ 450 pT/

√
Hz in the range of 10 – 50 Hz, 

with a minimum of about 350 pT/
√
Hz at 25 Hz. These detection limits are in the range of 100− 500 pT/

√
Hz 

as reported for externally biased sensors of a comparable  geometry22,23,25.

Dual‑mode operation. In this section, the sensor is operated with a scheme we refer to as dual-mode 
operation. In dual-mode operation, we localize the sensor using the direct detection scheme and simultaneously 
measure small amplitude and low-frequency magnetic fields via the delta-E effect. To distinguish the signals 
picked up by the respective operation scheme from each other, two different resonance modes are used. For 
the direct detection, the small bandwidth  1st bending mode (RM1) is excited. For the detection of the small-
amplitude signal via the delta-E effect, a higher-order resonance mode is used to benefit from the larger band-
width. In this example, we use the RM2 mode for the delta-E measurement, which was thoroughly analyzed in 
the previous section.
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In the following, the influence of the parallel operation on the noise floor is analyzed. Measurements of the 
sensor are performed in four different ways as shown in Fig. 4e and f. First, it is operated in direct detection in the 
first bending mode (Only ME). Secondly, it is operated only in the delta-E read-out scheme in RM2 with a 10 Hz 
test signal (Only �E ). Thirdly, both modes are operated simultaneously (Dual-Mode). For the delta-E excitation 
voltage, we use the optimum value of ûex = 650 mV and for the magnetic excitation of the first bending mode 

Figure 4.  Signal, noise, and LOD. (a) Delta-E voltage sensitivity SV and demodulated voltage noise density U 
at f = 10 Hz and B = 0 as functions of the excitation voltage amplitude ûex , and (b) the corresponding limit of 
detection with a minimum of about 450 pT/

√
Hz found at an optimal excitation amplitude of ûex = 650 mV . 

(c) Signal amplitude and (d) LOD, both at the optimal operation conditions of ûex = 650 mV as functions of 
the signal frequency, with a minimum of about 350 pT/

√
Hz at 25 Hz. The disturbances visible for fac > 200 Hz 

are caused by insufficient electrical shielding. (e) and (f) Amplitude density spectra of the sensor for only direct 
detection (Only ME), only delta-E detection with a 10 Hz test signal (Only �E ), parallel operation (Dual-Mode) 
and no excitation at all (No excitation). The x-axes are centered around the excitation frequency fex which 
equals the resonance frequency of the respective resonance mode. The results are shown for (e) the 1st bending 
mode (RM1) and (f) the first higher resonance mode (RM2).

Figure 5.  Dual-mode and localization test setup. (a) Measurement setup for the dual-mode operation of the 
exchange bias ME sensors. Four coils are positioned around the measurement area for the localization of the 
ME sensor and one additional coil is generating a magnetic test signal. The orientations of the coils are denoted 
by the grey arrows. The source coil is always oriented towards the sensor and shown here for the example of the 
sensor being oriented along the y-axis. (b) Sensor positions used for testing the localization of the ME sensor. 
Three different sets of positions (green, blue, and red circles) have been tested. The black crosses mark the 
positions of the transmitting coils. In total, 39 different positions were tested. With two different orientations 
each this results in a total of 78 different position-orientation pairs.



8

Vol:.(1234567890)

Scientific Reports |         (2021) 11:5269  | https://doi.org/10.1038/s41598-021-84415-2

www.nature.com/scientificreports/

a field amplitude of B̂ac ≈ 5 µT . Additional to the three measurements the noise floor was quantified without 
any active excitation (No excitation). The measurements were operated outside of the magnetic shielding in a 
similar setup as used for the localization in the next section.

As expected, a carrier peak is visible at the excitation frequency of RM1 (Fig. 4e) for only ME and dual-mode 
operation. Correspondingly, a carrier peak is visible at RM2 (Fig. 4f) for only delta-E and dual-mode operation. 
In RM2 sidebands are visible at ±10 Hz around the carrier. They result from the modulation of the sensor cur-
rent by the 10 Hz magnetic test signal via the delta-E effect [Eq. (2)]. In RM1 the smaller bandwidth results in a 
larger attenuation of the low-frequency test signal compared to the higher frequency RM2 mode. Additionally, 
the carrier amplitude is more than two orders of magnitude smaller than in RM2 and hence also the sidebands. 
Consequently, no sidebands are visible in RM1, although the delta-E modulation does occur. The suppression of 
sidebands below the noise level is advantageous for simultaneous measurement and localization in dual-mode 
operation. It simplifies the signal processing by separating the source signal from the localization ME-signal in 
the frequency regime. The main requirement for the localization is a clear separation of the ME-signal from the 
noise floor. Hence, the ME-signal can be tuned within a large amplitude range to provide a measurable signal 
with still sufficient sideband suppression.

Dual‑mode measurements with localization. The measurements were performed outside of the mag-
netically shielded setup using the sensor analyzed before and four coils transmitting orthogonal signals for the 
localization of the sensor. Two of the coils were oriented in the positive x-direction and the other two coils in 
the negative x-direction. All coils were calibrated, and the coil signals were amplified after D/A conversion. An 
additional coil generates a low-frequency magnetic test signal with frequency components similar to those of a 
human heart signal. It is to be measured in the delta-E operation mode in RM2. The coil is oriented towards the 
sensor with a fixed distance and an amplitude of the r-wave of approximately 250 nT at the sensor’s position. A 
sketch of the measurement setup is shown in Fig. 5a. The position and orientation of the sensor is estimated by 
solving an inverse problem using a minimum least squares  algorithm43. A forward model was designed consid-
ering the positions and orientations of the coils as well as various position-orientation pairs the sensor could 
occupy. The coils were approximated by a magnetic point dipole  model44. Details on the localization algorithm 
and the calculation of the forward model can be found in the “Materials and methods” section.

In this study we use a 56× 56 cm2 test area with a grid size of 1 cm used for the minimum least squares 
algorithm. The long axis of the sensor is always oriented along one of the unit vectors ex and ey of the Cartesian 
coordinate system. Three different sets of positions were tested (Fig. 5b), each set for both orientations. This 
results in a total of 78 different position-orientation pairs measured. These position-orientation-pairs were 
localized using different tilts γ of the sensor’s sensitivity axis relative to the long axis of the sensor in the forward 
problem. The tilts were varied between -45° and 45° in 1° steps. The mean magnitude position estimation error 
µe as well as the median magnitude position estimation error me and the percentage of correct estimated sensor 
orientations de for all the tested position-orientation-pairs are shown in Fig. 6a,b.

A minimum of the localization error results for a tilt of γ ≈ 20◦ ± 10◦ of the sensor’s sensitivity axis. One 
reason for this broad minimum is the robustness of the localization algorithm against smaller orientation mis-
matches. The results show a minimum mean localization error of about µe = 4.82 cm and a minimum median 
error of about me = 2.532 cm for the positions shown in Fig. 5b. The large difference between µe and me indicates 
outliers in the localization results. This error depends on the positions measured. Considering, for instance, only 
the blue set of sensor locations (Fig. 5b) with orientations in ey led to better results as shown in Fig. 6c-d. The 
localization error is µe = 0.991 cm and me = 1 cm . The results depicted in Fig. 6a–d are comparable with the 
results of other magnetic localization approaches, where no signal was measured simultaneously. For instance, 
 in45 an average error of 5.3 cm could be achieved by spanning a 3× 3 m2 grid with three transmitter coils.  In46 a 
1D coil and a 3D sensor were used for localization. The grid size was 8× 7 cm2 for the 2D localization case and 
the average localization error was about 2 mm.

For the proof of concept, only simple models of the coils and the sensor were used here. With improved 
models, based on the Biot-Savart-Law for the coils and a more accurate model for the sensor that considers its 
geometry we anticipate a significant reduction of the localization  error10. Further improvement could be achieved 
by e.g. increasing the number of transmitting coils to reduce ambiguities. The demodulated signal of RM2 for 
an example dual-mode measurement is depicted in Fig. 6e. Due to the higher bandwidth of RM2 the magnetic 
test signal can be almost entirely reconstructed. After demodulation, the signal is lowpass-filtered with a cut-off 
frequency of 30 Hz for the removal of noise and linearly detrended.

Summary and conclusion
We presented a fully integrable low-field delta-E effect sensor with MnIr-based exchange biased multilayer. 
It was thoroughly analyzed, and its potential was demonstrated with a dual-mode operation technique for 
simultaneous measurement and localization. A magnetic domain model was extended to analyze the magnetic 
properties of an example sensor. The model matches the magnetization curves well over the full angular range 
of the applied magnetic field. It confirms the implementation of an internal bias field at an angle ϕex = 46◦ and 
a magnitude Bex ≈ 0.8 mT.

For the localization of the sensor, the first bending mode was analyzed in the direct detection mode. At zero 
bias field, a detection limit of LODME = 150 pT/

√
Hz is found in mechanical resonance at fr,1 = 7.728 kHz with 

brass cylinder, and LODME = 30 pT/Hz without. This is higher than measured with externally biased, cm-sized 
 sensors17,47 optimized for the direct detection, but significantly improved compared to mm-sized  sensors36. A 
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detection limit in the low pT-regime is not required here, because the direct detection mode is only used for the 
sensor localization.

Two higher resonance modes (RM2 and RM3) are found around 48 kHz and analyzed for the delta-E opera-
tion. Compelling evidence from the models and measurements suggests that RM2 is the first torsional mode 
and RM3 the second bending mode. The measurements of RM2 match with the magnetic delta-E model. The 
quality factor at zero bias field of the RM3 mode Q3 = 1100 is around typical values of Q ≈ 100022,23,25 for bend-
ing modes, whereas Q2 = 1400 of RM2 is notably higher. At the optimum excitation voltage and B = 0, detection 
limits of LOD2 ≤ 450 pT/

√
Hz (RM2) are measured in the range between 10 and 50 Hz, with a minimum of 

about 350 pT/
√
Hz at 25 Hz. Overall, we demonstrated that delta-E sensor characteristics in the same range of 

externally biased  devices22,23,25 are possible with exchange biased multilayers on small sensors. Hence, problems 
detrimental to the application which arise from using coils are avoided.

Operating the sensor in dual-mode was shown to have no measurable impact on the detectivity of the signal 
detection in delta-E effect mode (RM2), for the excitation amplitudes used. Vice-versa, additional magnetic 
noise from the delta-E operation does slightly increases the noise floor in the lower frequency regime, which 
is used for the direct detection (RM1). Because the power of the localization signal can always be adjusted to 
provide a sufficient signal-to-noise ratio the additional noise is not detrimental for the localization. It was also 
shown that sidebands that would occur around RM1 from the delta-E modulation are naturally suppressed by 
the small bandwidth and the small carrier amplitude of the lower frequency RM1 mode. This is key for simul-
taneous measurement and localization in dual-mode operation. It significantly simplifies the signal processing 
by separating the source signal from the localization signal in the frequency domain. We demonstrated the 
feasibility of this concept and its application for the simultaneous sensor localization and measurement of a low-
frequency magnetic signal. Mean localization errors between approximately 1–5 cm were obtained and mean 
median errors between 1 and 2.5 cm. These promising results were achieved despite the simple models used for 
the coils and the sensor in the forward problem. More accurate models are anticipated to reduce the localization 
error  further10. The current results are comparable with those of other magnetic localization approaches, where 
no signal was measured  simultaneously45,46.

In conclusion, we presented and analyzed the first exchange biased delta-E effect sensor. With the internal 
bias, severe problems are avoided that accompany the usage of external coils. Dense, large number sensor arrays 
are now potentially feasible and a significant step towards real applications is made. Additionally, the concept 
of the dual-mode operation technique was demonstrated. The combination of both enables the detection of 
extremely small, low-frequency magnetic fields while localizing the sensor. The simultaneous localization might 

Figure 6.  Localization and dual-mode measurement. Average localization error as a function of the tilt γ of the 
sensor’s sensitivity axis for the localization for all of the tested position-orientation-pairs shown in Fig. 5b. In 
(a) the mean µe and median me Euclidean distance between real and estimated sensor positions and in (b) the 
percentage of correct estimated sensor orientations are shown. (c) Average localization error as a function of 
γ for the localization of the blue set of positions in Fig. 5b, (c) The mean µe and median me Euclidean distance 
between real and estimated sensor positions and in (d) the percentage of correct estimated sensor orientations is 
shown. (e) Demodulated, detrended, lowpass-filtered and normalized magnetic test signal measured by the ME 
sensor in the  2nd bending mode and original normalized transmitted signal. Due to the larger bandwidth of the 
sensor in resonance mode RM2 the signal can be reconstructed well.
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also bear the potential to reduce errors from source movements during the measurement and will be investigated 
with this regard in the future.

Materials and methods
Sensor fabrication. The senor is fabricated starting from a 700  µm oxidized double side polished sili-
con wafer, covered by 50 µm polysilicon and another 650 nm oxide layer. All functional layers are deposited 
by magnetron sputtering from a von Ardenne CS730 S and structured by optical lithography and a combi-
nation of wet and dry etching techniques. The magnetic layer is deposited first and made of a sequence of 
20× (Ta / Cu / Mn70Ir30/Fe70.2Co7.8Si12B10) with individual layer thicknesses of Ta 5 nm, Cu 3 nm, MnIr 8 nm 
and FeCoSiB 200 nm. For a detailed structural characterization  see48. Ion beam etching is used to structure the 
magnetic layer. A bottom electrode of Ta 40 nm Pt 150 nm is deposited over the whole cantilever, also serving as 
seed layer for the following piezoelectric layer (AlN, 2 µm), which is deposited without additional heating by a 
pulsed DC generator as published  in31. The AlN is structured by 80 °C  H3PO4 (85%). After the lift off formation 
of the 150 nm thick Ta/Pt top electrodes (E1: 0.2 mm × 1 mm, E2: 0.38 mm × 0.2 mm), the silicon carrier wafer 
is etched with TMAH (25%) at 80 °C, leaving a silicon frame off 7.5 mm × 11 mm for handling. The cantilever 
(width 1 mm, length 3 mm) is released by deep reactive ion etching using a modified Bosch-Process in a Sentech 
SI500 ICP-RIE. After separating the MEMS Chips by dicing saw, the sensors are annealed in an oil bath at 250 °C 
for 40 min with an applied field of 55° with respect to the length axis of the cantilever.

Magnetization measurements. To analyze the magnetic properties of the device, measurements were 
performed with a BH-loop tracer at 16 Hz and angles ϕH from 0° to 345° in steps of 15° relative to the sensor’s 
long axis. The applied magnetic field was swept from -10 mT to 10 mT.

Signal and noise measurements. All electrical measurements are performed with a high-resolution A/D 
and D/A converter Fireface UFX + (RME, Germany) in a magnetically shielded  setup49 if not stated differently. 
The charge amplifier used has a feedback capacitance Cf = 33 pF and a feedback resistance Rf = 5 G� . The 
signal and noise measurements in Figs. 2 and 4 are performed six times for 4 min and then averaged in the fre-
quency domain over segments of 5 s to obtain a smooth noise floor. The measurements in Fig. 4e and f and Fig. 6 
are performed outside of the magnetically shielded setup. Each signal was measured over 1 min and averaged in 
the frequency domain using segments of 5 s to obtain a smooth noise floor and to better show the influence of 
the dual-mode operation scheme.

Numerical eigenfrequency study. For the calculation of the first three eigenfrequencies of the cantilever 
we use an eigenfrequency study in COMSOL Multiphysics 5.4. The simplified model geometry is a rectangular 
beam with in-plane dimensions of 3 mm× 1 mm and fixed boundary conditions at the left end. The model 
cantilever consists of only two layers: one for the magnetic (FeCoSiB) layer and one substrate layer (Substrate) 
that includes all other layers via effective material properties. The material parameters used are given in the fol-
lowing table (Table 2). For the Young’s modulus of the magnetic layer we consider the delta-E effect, using a value 
smaller than its saturation value of Em ≈ 150 GPa . The values used are consistent with material parameters used 
 previously38. Slight differences can occur from stress, curvature and process related deviations from the targeted 
 geometry15.

Damped harmonic oscillator fit. The resonance amplitude X̂ = |X(ω)| of the oscillator model is fitted to 
the data and obtained from the frequency response

with the angular frequency ω = 2π f  , the angular eigenfrequency ω0 , and the complex number i =
√
−1 . The 

oscillation amplitude A = Amm and the damping constant c = cmm are both normalized to the effective mass 
m. The parameters ω0 , Am and cm are obtained from the fit. The effective mass m is calculated using ω0 and the 
effective spring constant k

The term (EI)eff := E1I1 + E2I2 is the effective bending stiffness for the same simplified 2-layer cantilever geom-
etry considered in the finite element model (“Numerical eigenfrequency study”). In (EI)eff  the Young’s moduli 

(7)X(ω) = Am

cmiω + ω2
0 − ω2

,

(8)m = ω2
0

k
with k = 3(EI)eff

L3
.

Table 2.  Model parameters. Layer thicknesses t, Young’s modulus E, Poisson’s ratio ν and density ρ used in the 
finite element simulation.

t [µm] E [GPa] ν ρ[kg/m3]

Substrate 52 160 0.22 2340

FeCoSiB 4 140 0.35 7900
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of the substrate and of the FeCoSiB film are given by E1 , E2 and the corresponding second moments of area by 
I1 and I2 . The quality factor Q = 1/(2ξ) is then calculated from the damping ratio

Exchange bias magnetic domain model. In this section we extend a numerical domain  model30 by 
including an exchange bias and arbitrary external magnetic field direction. In the model a pair of simplified 180° 
domains is considered, consisting of two magnetic moments and a movable domain wall. It represents an aver-
age configuration of all domains in the sample. The original total enthalpy density u of the system is extended 
by an exchange anisotropy energy density uex and a more general Zeeman energy density term uZ . The total 
enthalpy density u is

The expressions used for the effective uniaxial anisotropy uK , the magnetoelastic anisotropy energy density ume 
and the phenomenological domain wall term uw can be found  in30. For uZ we use the magnetic vacuum perme-
ability µ0 , saturation magnetization Ms , magnitude H and angle ϕH of the external magnetic field vector H  . It is

with the angles ϕ1 and ϕ2 of m1 and m2 relative to the easy axis with angle θ . All angles except of ϕ1 and ϕ2 are 
defined relative to the long axis of the cantilever (x-axis). The contribution of each domain is weighted by its 
respective volume fraction ν1 and ν2 . The exchange anisotropy energy density is defined via the magnitude Hex 
and the angle ϕex of the exchange bias field vector to the x-axis and results to

Following the method  in30 we obtain the normalized wall displacement equation

with

The initial domain width is denoted as d. Having the wall displacement Eqs. (13), (10) can be minimized 
numerically to obtain the residual unknowns ϕ1 and ϕ2 . The projection of the reduced magnetization m on the 
axis of the external magnetic field is then obtained from

With the Young’s modulus Em at fixed magnetization, the effective magnetization dependent Young’s modulus 
can be described  by20

For the magnetostrictive part we obtain

with the second order derivatives uϕϕ1,2

and

(9)
ξ = c

2
√
mk

= c

2
√

ω2
0

.

(10)u = uK + uZ + uex + ume + uw.

(11)uZ = µ0MsH · [ν2 cos(θ + ϕ2 − ϕH)− ν1 cos(θ − ϕ1 − ϕH)]

(12)uex = µ0MsHex · [ν2 cos(θ + ϕ2 − ϕex)− ν1 cos(θ − ϕ1 − ϕex)] .

(13)
xw

d
= 1

2Ad2w sin2 θ
·
[

µ0MsHex · C + µ0MsH · D − 3

2
�sσ · E − K · F

]

,

(14)

C := cos(θ − ϕ1 − ϕex)+ cos(θ + ϕ2 − ϕex) ,

D := cos(θ − ϕ1 − ϕH)+ cos(θ + ϕ2 − ϕH) ,

E := sin2(θ − ϕ1)− sin2(θ + ϕ2) ,

F := sin2(ϕ1)− sin2(ϕ2) .

(15)m = ν1 cos(θ − ϕ1 − ϕH)− ν2 cos(θ + ϕ2 − ϕH) .

(16)E =
[

∂e

∂σ
+ ∂�

∂σ

]−1

:=
[

1

Em
+ 1

�E

]−1

,

(17)

1

�E
= ν1

9�2s sin
2(2[θ − ϕ1])

4uϕϕ1

−ν2
9�2s sin

2(2[θ + ϕ2])

4uϕϕ2
,

(18)
uϕϕ1 = ν1[3�sσ cos (2[θ − ϕ1]) + 2K cos (2ϕ1)

+ µ0MsHex cos (θ − ϕ1 − ϕex)

+ µ0MsH cos (θ − ϕ1 − ϕH)],
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For the simulations a saturation magnetostriction of �s = 35 ppm is used and a saturation flux density of 
µ0Ms = 1.5 T50. A wall stiffness parameter of w = 5 · 108 J/m4 is found from the fit and an initial domain wall 
width of d = 50 µm is used.

Analytical eigenfrequency calculation. The Eigenfrequency fr,n of the nth bending mode of a Euler–
Bernoulli beam is given  by22

with the mode factor �i , the cantilever length L the mass density ρk , cross section area Ak the Young’s modulus 
Ek and the second moment of area Ik all of the kth layer. For the second bending mode it is �2 = 4.694 . The mate-
rial and geometry parameters are identical to those used in the eigenfrequency study in Table 2. The Young’s 
modulus of the substrate was slightly adjusted to 162.7 GPa to match the measured resonance frequency of RM3. 
The Young’s modulus of the magnetic layer as a function of the applied flux density is obtained from the domain 
model [Eqs. (16)–(19)] using a saturation Young’s modulus of Em = 150 GPa.

Localization algorithm. For the localization of the sensor, coils positioned at the edge of the localization 
area transmit artificial signals. The coils used for localization consist of approximately 350 windings and have a 
radius of about 1.25 cm. The maximum rms value of the coil excitation current was about 164 mA. Position and 
orientation of the sensor can be inferred from the signals received at the sensor by solving an inverse problem. 
The magnetic flux density of the coil at the sensor’s position is approximated by a magnetic dipole  field44

with the permeability of vacuum µ0 , the position rs of the sensor, the position rci of the coil i and the magnetic 
dipole moment mi(t) . The operator 

〈

x
∣

∣ y
〉

 denotes the scalar product of the vectors x and y . Equation (21) is a 
good approximation if the distance between the transmitting coil and the sensor is large  enough44. The sensitivity 
of the sensor is anisotropic and thus the measured signal

is the scalar product of the directivity ds of the sensor with the superposition of all N coil signals and a convolu-
tion with the impulse response hs(t) of the sensor system including the charge amplifier. This equation is valid 
at least for the considered frequency range around the first bending mode. To determine the signal components 
of each coil the transmitted signals must be  orthogonal51. This is achieved here with a Time Division Multiple 
Access (TDMA)  approach52. Moreover, the frequency of the signals should be as close as possible to the resonance 
frequency of the resonance mode used to benefit from the sensor’s high sensitivity in resonance. Thus, the coil 
i transmits the sinusoidal signal

with the resonance frequency fr,1 of the sensor in the first bending mode, the transmitting time Tcoil of the signal, 
and the pausing time Tp between two signals. The quantity w(t) corresponds to a Hann window function of length 
Tcoil . The localization area is divided into M different positions and orientations the sensor could occupy 
P =

[

p1, ..., pj , ..., pM
]

 and a forward solution generating a lead field matrix A for these possible states is calculated. 
The lead field matrix consists of the signal component that each coil would contribute if the sensor occupied the 
possible position and orientation. The inverse solution is determined by solving a minimum least squares 
problem

comparable with the one presented  in43. The lead field matrix entries of each possible position-orientation-
combination j are compared with the estimated signal components ŝ of the coils measured by the sensor. Due to 
the sinusoidal excitation and the comparison of ratios the impulse response of the sensor denoted in Eq. (21) can 
be neglected. The signal components are extracted by applying a matched  filter53. The lead field matrix entries 
as well as the extracted signal components are normalized by the entry imax . The entry imax corresponds to the 

(19)
uϕϕ2 = −ν2[3�sσ cos (2[θ + ϕ2]) + 2K cos (2ϕ2)

+ µ0MsHex cos (θ + ϕ2 − ϕex)

+ µ0MsH cos (θ + ϕ2 − ϕH)].

(20)fr,n = �
2
n

2πL2

√

∑

k EkIk
∑

k ρkAk
,

(21)Bi(t) =
µ0

4π
·
3
[

rs − rci
][

mi(t)|
(

rs − rci
)]

−mi(t)
∥

∥rs − rci
∥

∥

2

2
∥

∥rs − rci
∥

∥

5

2

(22)u(t) = hs(t) ∗
〈

ds

∣

∣

∣

∣

∑N

i=1
Bi(t)

〉

(23)si(t) = cos
(

2π fr,1[t − τi]
)

· w[t − τi] with τi = [i − 1] ·
[

Tcoil + Tp

]

(24)min
j

N
�

i=1





�

�A(i, j)
�

�

�

�A(imax, j)
�

�
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�
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maximal absolute signal component. The position and orientation leading to the best fitting entry jmax are most 
likely the position and orientation of the sensor p̂s = pj,min.
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7.2 Parallel Operation of Sensor Elements
A major benefit of the exchange-biased ∆E-effect sensors is the possibility of operating them
without an external magnetic bias field. This permits keeping the measurement setup compact
and handy for applications where several sensors are required or beneficial, such as spatial
magnetic field mapping of the heart and source localization.

Instead of using sensor arrays to measure the magnetic field simultaneously at various loca-
tions, spatial resolution can be traded off by averaging the outputs of the sensors to improve
the LOD. An improvement in the LOD ∝

√
N (N : Number of sensor) can be expected under

two main conditions [154]: (1) All sensors have an identical LOD and (2) each sensor element
is operated with its own operating and read-out electronics. The first condition is limited by
the manufacturing process, and if it is not fulfilled, we expect an LOD improvement <

√
N or

no improvement at all [154]. The second condition limits the number of sensors owing to the
large number of hardware channels required when a large improvement in the LOD is pursued.
As a possible solution to this problem, sensor elements could be connected in parallel using
the same electronics to reduce the number of operating and read-out channels required. This
approach permits the use of many sensor elements; however, it accompanies other challenges
and constraints analyzed and discussed further in this section.

In the following, the previously presented noise model is modified and extended to permit the
description of the signal, noise, and LOD of a sensor system with N parallel sensor elements.
The model is validated with measurements and then used to discuss and analyze challenges,
limits, and requirements for LOD improvement.
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Abstract: Recently, Delta-E effect magnetic field sensors based on exchange-biased magnetic multi-
layers have shown the potential of detecting low-frequency and small-amplitude magnetic fields.
Their design is compatible with microelectromechanical system technology, potentially small, and
therefore, suitable for arrays with a large number N of sensor elements. In this study, we explore
the prospects and limitations for improving the detection limit by averaging the output of N sensor
elements operated in parallel with a single oscillator and a single amplifier to avoid additional
electronics and keep the setup compact. Measurements are performed on a two-element array of
exchange-biased sensor elements to validate a signal and noise model. With the model, we estimate
requirements and tolerances for sensor elements using larger N. It is found that the intrinsic noise
of the sensor elements can be considered uncorrelated, and the signal amplitude is improved if the
resonance frequencies differ by less than approximately half the bandwidth of the resonators. Under
these conditions, the averaging results in a maximum improvement in the detection limit by a factor
of
√

N. A maximum N ≈ 200 exists, which depends on the read-out electronics and the sensor
intrinsic noise. Overall, the results indicate that significant improvement in the limit of detection is
possible, and a model is presented for optimizing the design of delta-E effect sensor arrays in the
future.

Keywords: magnetometer; delta-E effect; sensor array; magnetoelectric; cantilever; exchange bias

1. Introduction

The detection of small amplitude magnetic fields is of interest for various fields of
application, e.g., in magnetic recording, geomagnetism, and aerospace engineering [1].
Specific engineering and development challenges arise for biomedical applications, such as
cell and particle mapping [2,3], magnetomyography [4,5], or magnetocardiography [6–9].
Such applications are often connected to inverse solution problems that benefit from large
arrays with many sensor elements and the possibility of quick spatial field mapping [10,11].
Magnetic flux densities in this field of application are of the order of tens of picotesla and
less [12] with frequency components often well below 1 kHz [5,13]. Therefore, research
on sensor systems for biomedical applications is devoted to improving the minimum
detectable field at low frequencies while minimizing critical parameters such as size, power
consumption, and cost [13].

The gold standard for detecting such small magnetic fields is superconducting quan-
tum interference device (SQUID) magnetometry [14,15]. These sensors must be cooled and
magnetically well-shielded during operation, which makes them expensive and extensive
to operate. Such setups are limited in the number of sensor elements and their minimum
distance to the magnetic source. Atomic magnetometers [16–18] have been investigated as
an affordable alternative to SQUIDs and have achieved limits of detection (LOD) in the
fT/
√

Hz regime at low signal frequencies between 1–200 Hz [16]. Despite this progress,
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atomic magnetometers often require magnetic shielding, and their limited CMOS integra-
bility and downsizing reduce the number and density of sensor elements that can be used
in array applications. Miniaturization and MEMS fabrication of atomic magnetometers is
currently an active field of research [19,20]. Many magnetometers are being investigated
to overcome such limitations [4,15], and an overview and comparison of magnetic field
sensors for biomedical applications can be found [13].

In this work, we study magnetic field sensors based on magnetoelectric composite
resonators. Previously, sensor systems utilizing the direct magnetoelectric effect were
discussed for magnetocardiography [21] and magnetomyography [5], and limits of detec-
tion in the low and sub-pT/

√
Hz regime have been reached with a linear response over

several orders of magnitude [22]. Magnetoelectric sensors can be produced on a large
scale with standard micro-electro-mechanical system (MEMS) technology and dimensions
down to the micrometer range [23]. They are potentially cost-efficient, feature low power
consumption, and are integrable with CMOS electronics. These aspects make magnetoelec-
tric sensors promising candidates for sensor arrays. On the other hand, detecting small
magnetic flux densities is limited to a narrow bandwidth of a few hertz around the reso-
nance frequency, which is usually in the kilohertz regime for millimeter-sized resonators
or the megahertz regime for micrometer-sized devices. Such high and narrow frequency
regimes are not suitable for many applications [21]. Shifting them down increases the
contributions of 1/f noise and requires large resonators with low resonance frequencies,
which are susceptible to mechanical vibrations and reduce the spatial resolution.

Delta-E effect magnetometers extend the measurement range of magnetoelectric sen-
sors and shift it to low frequencies while avoiding 1/f noise and keeping the advantages of
magnetoelectric composites and the MEMS fabrication technology. In contrast to sensors
based on the direct magnetoelectric effect, delta-E effect sensors benefit from high reso-
nance frequencies because they operate on a modulation scheme. The higher resonance
frequencies permit miniaturization and render the devices robust against mechanical dis-
turbances. The modulation occurs via the magnetoelastic delta-E effect [24–26], i.e., the
magnetization induced change of the stiffness of the material, which leads to a detuning of
the resonance frequency upon the application of a magnetic field. This detuning can be
measured as a change of the electrical admittance of the sensor and causes a modulation of
the current through the sensor [27]. Although precursor steps towards the delta-E effect
sensor concept were already made in the 1990s [28], it took another two decades until
fully integrable delta-E effect sensors [29] were developed based on microelectromechan-
ical magnetoelectric composite cantilevers [26,30–34], plate resonators [35,36], or other
designs [37], including macroscopic laminate structures [38,39]. MEMS cantilever sensors
achieved LODs < 100 pT/

√
Hz in the frequency range from approximately 10–100 Hz [32].

This is currently of a similar order of magnitude as the LODs of some magnetoresistive
sensors [40,41]. As an application example of delta-E effect sensors, magnetic particle
mapping was recently demonstrated for cell localization [42]. In this setup, the sensor
was operated under a magnetic bias field provided by a permanent magnet. Most studies
rely on an external magnetic bias field to operate the sensor at an optimum signal-to-noise
ratio. Instead of a permanent magnet, the magnetic bias field is often created with external
coils. For delta-E effect sensor arrays with many sensor elements, coils and permanent
magnets can be inconvenient because their stray fields shift the operation points of adjacent
sensor elements, and the additional electrical components increase the volume of the sensor
system.

Recently, we demonstrated a first delta-E effect magnetometer based on exchange
biased magnetic multilayers that circumvents such complications and still achieves a mini-
mum detection limit of 350pT/

√
Hz at 25 Hz [34]. The exchange bias provides an internal

bias field and thereby paves the way to flexible and compact delta-E effect sensor arrays
with many sensor elements. Only recently were sensor arrays based on magnetoelectric
sensor elements reported [43–47], and were limited to direct magnetoelectric detection and
were mostly based on macroscopic resonators. A CMOS integrated array of magnetoelastic
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sensor elements was presented for vector magnetometry [48], but the sensor elements were
only characterized individually and without a signal and noise analysis. No attempts of
parallel operating delta-E effect sensor elements in array configurations or thorough signal
and noise analyses of such have yet been presented.

In this study, we explore the operation of delta-E effect sensor elements in arrays to
improve the signal, noise, and limit of detection. Instead of measuring the magnetic field at
different locations, spatial resolution can be sacrificed by averaging the outputs of several
sensors operating simultaneously. However, the large number of hardware channels
required to achieve the desired improvement in the LOD increases the size of the setup
and limits the number and density of sensors. As a solution, sensor elements are connected
in parallel and operated and read out simultaneously with one set of electronics. This
method of parallel operation is accompanied by other complications, and they are analyzed
here to identify the potential of such a setup. After presenting the sensor system, which is
based on exchange-biased delta-E effect sensors, a signal-and-noise model is developed
and validated with measurements. The model is used to analyze the sensor characteristics
as functions of the number of sensor elements and variations in the resonance frequency
that can occur during fabrication. Implications for the design of delta-E effect sensor arrays
are derived and requirements on the reproducibility are identified and discussed.

2. Sensor System

In this study, two MEMS fabricated sensor elements are used, based on 50 µm thick
poly-Si cantilevers with a length of 3 mm and a width of 1 mm. They are covered with a
4 µm thick exchange-biased magnetic multilayer [49] and a 2 µm thick piezoelectric AlN
layer [50] on the top. The AlN layer is contacted via two Ta-Pt electrodes on its top and
rear-side for excitation and read-out. The magnetic multilayer is based on alternating anti-
ferromagnetic Mn70Ir30 (8 nm) and soft ferromagnetic Fe70.2Co7.8Si12B10 (200 nm) layers.
In this configuration, the antiferromagnetic layer provides an exchange bias that serves as
an internal bias field for the ferromagnetic layer to ensure a nonzero sensitivity without
an externally applied magnetic field. Hence, all measurements shown in this study are
performed without a magnetic bias field. Details about the layer structure and fabrication
process and a comprehensive analysis of sensors with a similar geometry can be found
elsewhere [34]. Two sensor elements are mounted on a printed circuit board, respectively,
as shown in Figure 1. They are connected in parallel to each other and connected to the
input of a low-noise JFET-based charge amplifier [51]. A high-resolution A/D and D/A
converter (Fireface UFX+, RME, Chemnitz, Germany) is used for excitation and read-out
(24 bit, 32 kHz). For the measurements, the sensors are placed in a magnetically and
electrically shielded setup [52], based on a mu-metal shielding cylinder (ZG1, Aaronia AG,
Strickscheid, Germany), and are located in a copper fleece coated box that is mechanically
decoupled to reduce the impact of mechanical vibrations. All magnetic flux densities are
applied along the long axis of the cantilever.
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Figure 1. (a) Example sensor (without encapsulation) used in this study; it comprises a MEMS-fabricated cantilever
resonator as a sensing element mounted on a printed circuit board (PCB). The JFET charge amplifier on the PCB was used in
a previous study and is bypassed here and replaced by an external one. (b) Brass encapsulation for mechanical protection
and electrical shielding during the measurements. Further details are reported in Ref. [34].
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3. Array Modeling

In an alternating magnetic field, the delta-E effect causes an oscillation of the mechan-
ical stiffness of the cantilever. The response of the cantilever to this stiffness change is
damped with increasing magnetic field frequencies because of its mass inertia. Previously,
this behavior was modeled with a first-order Bessel filter [27,53], applied to the demod-
ulated simulated output signal of the charge amplifier. Later, a dynamic sensitivity was
introduced [54] to consider the low-pass filter characteristics of the sensor as a function
of the magnetic field frequency. The dynamic sensitivity was derived from the frequency
response of a simple damped harmonic oscillator; however, it is only fully valid if the
sensor is excited at its mechanical resonance frequency. For many previously analyzed
sensors [33,53,55], this approximation was well justified, as their resonance frequency was
close to their optimum excitation frequency, i.e., the excitation frequency with the largest
signal-to-noise ratio. This is not a general property of such sensors but depends on their
geometry, material, and electrical capacitance. Significant quantitative and qualitative
deviations between measurements and simulations can occur if the excitation is not in
mechanical resonance [56] (p. 139). In an array, not all sensor elements can be excited in
mechanical resonance because of variations in their resonance frequencies that occur during
fabrication. In this section, a signal and noise model is developed based on an altered
approach, and it permits describing the output signal of an array of N sensor elements
excited at an arbitrary excitation frequency.

3.1. Signal Model

During operation of the sensor array, a sinusoidal voltage uex(t) with amplitude
ûex and frequency fex is applied. It excites the magnetoelectric resonators of each sensor
element at, or close to, its respective resonance frequency fr,n. In linear approximation, the
voltage at the charge amplifier’s output can be described by:

uco(t) ≈ −Zf( fex)·is(t). (1)

In this equation, the time is denoted by t and the feedback impedance of the charge
amplifier by Zf. The current is through the array of parallel-connected sensor elements
can be expressed as the sum of all individual currents is,n that flow through the respective
sensor element n. To describe is,n, we use a modified Butterworth-van Dyke (mBvD)
equivalent circuit representation, illustrated in detail in Appendix A. It consists of a series
resonant circuit with a resistance Rr,n, inductance Lr,n, and capacitance Cr,n that consider
the resonant behavior of the cantilever. The electrodes of each sensor element form a
capacitor with the piezoelectric layer. It is described by a capacitance Cp,n and resistance
Rp,n, both in parallel to the series LCR-circuit. Further, the current is,n can be separated
into a current ir,n, which passes through the resonant LCR circuit, and a current ip,n, which
passes through the parallel pathway. A sketch of the circuit model is provided in Figure A1
(Appendix A). For N parallel-connected sensor elements, is can be described by:

is(t) =
N

∑
n=1

is,n =
N

∑
n=1

(
ip,n + ir,n

)
. (2)

The current ip,n is described as a function of the magnitude
∣∣Yp,n

∣∣ and the phase angle
φp,nangle

{
Yp,n

}
of the electrical admittance Yp,n of the parallel pathway, and results in:

ip,n = ûex·
∣∣Yp,n( fex)

∣∣· cos
(
2π fext + φp,n( fex)

)
. (3)

This current is independent of the magnetic field, and the corresponding electrical
admittance Yp,n( f ) = R−1

p,n + 2π f Cp,n as a function of frequency f is entirely determined
by the capacitance Cp,n of the respective piezoelectric layer-electrode configuration and its
resistance Rp,n. Similarly, the current ir,n can be described as a function of the magnitude
|Yr,n| and the phase angle φr,nangle{Yr,n} of the magnetic-field and frequency-dependent
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admittance Yr,n of the resonant circuit of a sensor element n. The current ir,n is filtered in the
time domain to consider the frequency response of the resonator. We use a second-order
digital peaking (resonator) filter with a rational transfer functionHr that is determined by
the resonance frequency fr and the quality factor Q (Appendix B). It is given by:

ir,n = Hr{ûex·|Yr,n( fex, B, t)|· cos(2π fext + φr,n( fex, B, t))}. (4)

In contrast to ip,n, the resonant current ir,n depends on the magnetic flux density
B = B0 + Bac(t), which can be expressed as a static magnetic flux density B0, superposed
by a small, time t dependent contribution Bac(t). For small amplitudes B̂ac of Bac(t), the
admittance Yr,n( f , B) around B0 and at f = fex can be approximated by a first-order Taylor
series:

|Yr,n( fex, B, t)| ≈ |Yr,n( fr, B0)|+
d|Yr,n( f , B0)|

d f

∣∣∣∣
f= fex

d fr,n(B)
dB

∣∣∣∣
B=B0

·Bac(t), (5)

and

φr,n( fex, B, t) ≈ φr,n( fr, B0) +
dφr,n( f , B0)

d f

∣∣∣∣
f= fex

d fr,n

dB

∣∣∣∣
B=B0

·Bac(t). (6)

Because the damping of the carrier relative to its maximum value at fex = fr is already
considered byHr, the zero-order element in the series expansion is taken at f = fr instead
of f = fex. If not stated differently, we always use B0 = 0 because the exchange bias sensors
used here do not require an externally applied magnetic bias field.

3.2. Definition of Sensitivities

The derivatives in the previous two equations describe the influence of the magnetic
field on the electrical admittance and can be referred to as sensitivities. A magnetic
sensitivity can be defined as:

Smag,n =
d fr,n

dB

∣∣∣∣
B=B0

, (7)

and two electrical sensitivities Sel,am,n and Sel,pm,n as:

Sel,am,n =
d|Yr,n( f , B0)|

d f

∣∣∣∣
f= fex

, Sel,pm,n =
dφr,n( f , B0)

d f

∣∣∣∣
f= fex

. (8)

These definitions of electrical sensitivities differ from previous work [26,53,57], which
is further discussed at the end of this section. A normalization, as in Refs. [26,57], is
still required to compare the electric and magnetic sensitivity of sensors with different
resonance frequencies. After amplification by the charge amplifier, the output signal uco(t)
is fed into a quadrature amplitude demodulator to obtain the demodulated signal u(t).
The amplitude spectrum Û( f ) of u(t) can then be used to define the voltage sensitivity
SV( f ) as a normalized measure for the sensor’s signal response:

SV( fac) =
Û( fac)

B̂ac
with [SV] =

V
T

. (9)

The voltage sensitivity SV( fac) can be estimated by applying a sinusoidal magnetic
test signal Bac = B̂ac sin(2π fact), with well-defined amplitude B̂ac and frequency fac, to
obtain U( fac) from the measurement. With SV( fac), a measure for the smallest detectable
magnetic field can be defined. This measure is frequently referred to as limit of detection
(LOD) [22,27], equivalent magnetic noise [58,59], or detectivity [40]:

LOD( fac) =
E( fac)

SV( fac)
with [LOD] =

T√
Hz

, (10)
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where E( fac) is the voltage noise density of u(t) at fac, after demodulation and measured
without any magnetic field applied. The response of Delta-E effect magnetometers to
magnetic fields depends on the mutual orientation of the magnetic field and sensor element.
Consequently, the sensitivities and LOD (Equations (7)–(10)) are generally functions of the
orientation of the magnetic field. Details about the signal-and-noise characterization of
∆E-effect magnetometers can be found elsewhere [27,53,54].

The definitions of the electrical sensitivities (Equation (8)) differ from previous for-
mulations [26,53,57] limited to the special case of one sensor element excited in resonance
( fex = fr). The electrical sensitivities defined within those models use the total sensor
admittance YsYr + Yp instead of Yr to form the derivatives with respect to the frequency.
Here, the parallel admittance Yp is considered in the total sensor current is. This definition
arises naturally from separating the sensor current into the resonator current and the
current though the capacitor, and it is used to consider the response of the resonator to the
alternating magnetic field.

3.3. Noise Model

In the following, we modify and extend the model presented in Ref. [54] to analyze
the noise of the array sensor system and how it is influenced by adding parallel sensor
elements. Additional sensor elements are considered and minor noise sources, e.g., of
the cables, are omitted. The equivalent circuit noise model is shown in Figure 2 and a
summary of the parameters is given in Table A1 in Appendix C. The noise of the excitation
source is described by a thermal-electrical noise source Eex of the D/A converter’s output
resistance Rex and the D/A converter’s quantization noise EVex. Similarly, EAD describes
the noise that occurs during the analog-digital conversion. The noise source of the JFET
charge amplifier is calculated from the model in [51] and is summarized in EJCA. Each
sensor element of the array is described by the mBvD equivalent circuit (Figure 2b). For the
sensor intrinsic noise of the nth sensor element, we consider the thermal-electrical noise
source Ep,n of the piezoelectric layer and the thermal-mechanical noise source Er,n of the
resonator. The value of the thermal-electrical noise sources can be calculated from:

Ex =
√

4kBTRx with x ∈ {ex, p, r}, (11)

with Boltzmann’s constant kB = 1.38× 10−23J/K and the temperature T = 290 K. The noise
source EVex and EAD were obtained from measurements. Here, we consider small excitation
amplitudes ûex < 100 mV only and obtain EVex = 26.8 nV/

√
Hz and EAD = 6.9nV/

√
Hz

in this case. Each noise source is transformed to the output of the charge amplifier to
analyze its contribution to the total noise density at the charge amplifier’s output. To
simplify the final expressions, the following impedances are defined. The impedance Zs,n
of the nth sensor is obtained from:

Zs,n = Zr,n‖Zp,n , (12)

Zr,n = Rr,n + jωLr,n +
1

jωCr,n
, (13)

Zp,n =
1

jωCp,n
‖Rp,n , (14)

where || denotes the parallel operator (a||b = (a−1 + b−1)−1).
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The total impedance of all N sensor elements connected in parallel is:

Zs =

[
N

∑
n=1

Z−1
s,n

]−1

. (15)

The impedance ZC2 of the cable with capacitance CC2 and resistance RC2 between the
sensor elements and the charge amplifier is given by:

ZC2 =
1

jωCC2
‖RC2, (16)

and the feedback impedance of the charge amplifier by:

Zf =
1

jωCf
‖Rf, (17)

with the capacitance Cf and the resistance Rf. The total voltage noise density at the output
of the charge amplifier is obtained from the superposition of the individual output referred
noise sources,

E2
co = E2

co,JCA + E2
co,Vex + E2

co,AD + E2
co,s , (18)

Eco,JCA of the charge amplifier, Eco,Vex of the D/A converter, Eco,AD of the A/D con-
verter, and the contribution Eco,s of the parallel sensor elements. These noise contributions
are given by:

E2
co,JCA = E2

JCA

∣∣∣∣1 +
Zf

Zs + ZC2

∣∣∣∣
2

, (19)

E2
co,Vex = E2

Vex

∣∣∣∣
Zf
Zs

∣∣∣∣
2

, (20)

E2
co,AD = E2

AD , (21)

E2
co,s =

N

∑
n=1

(
E2

r,n

∣∣∣∣
Zf

Zr,n

∣∣∣∣+ E2
p,n

∣∣∣∣
Zf

Rp,n

∣∣∣∣
)

E2
co,r + E2

co,p. (22)

4. Characterization and Validation of the Signal-and-Noise Model

In this section, the sensor elements and the array are characterized regarding their
impedance, signal, and noise as well as their frequency response. The measurements
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are compared with simulations to demonstrate the validity of the model. Details on the
implementation of the model are given in Appendix D.

4.1. Electrical Sensitivity and Admittance Characterization

To eventually compare simulations with measurements, the admittance of the sensor
elements is characterized. Measurements of the admittance magnitude |Ys| as functions
of frequency f are shown in Figure 3a (top) for the two sensor elements S1, S2, and both
connected in parallel (S1||S2). All measurements were made at B0 = 0 and an excitation
voltage amplitude of ûex = 10 mV. An mBvD equivalent circuit as described earlier
and illustrated in Appendix A is fitted to the magnitude data. The parameters obtained
from the fit are given in Table A1 in Appendix C. From the mBvD parameters, we obtain
resonance frequencies of fr,1 = 7674.9 Hz and fr,2 = 7676.5 Hz and quality factors of
Q1 = 642 and Q2 = 558 (equations in Appendix A). This results in resonator bandwidths
fBW,n ≈ fr,n/Qn of fBW,1 ≈ 12 Hz and fBW,2 ≈ 14 Hz. Hence, the difference in resonance
frequencies ∆ fr = | fr,2 − fr,1| = 1.6 Hz is significantly smaller than the bandwidth of the
sensor elements.
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Figure 3. (a) Top: magnitudes |Ys| of the admittance of the sensor elements S1, S2 and both connected
in parallel (S1||S2) measured at an applied magnetic flux density of B = 0 and an excitation voltage
amplitude of ûex = 10 mV, compared with a modified Butterworth-van Dyke (mBvD) equivalent
circuit fit; middle: magnitude |Yr| of the electrical admittance of the LCR series circuit of the mBvD
model; bottom: derivative of |Yr| with respect to the frequency f, which we refer to as electrical
amplitude sensitivity. (b) Top: corresponding phase angles φs of the sensor elements obtained from
the mBvD model; middle: phase angles φr of the admittance of the LCR series circuits; bottom: their
derivates, which we refer to as electrical phase sensitivities.

With the mBvD parameters, the phase angle φs,n is calculated and plotted in
Figure 3b (top). It shows the typical minimum of an electromechanical resonator that
is caused by the superposition of the current through the resonator and the current through
the parallel capcitance Cp,n and resistance Rp,n. The values of Ys,n and φs,n are similar
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to other electromechanical resonators that have been operated as delta-E effect sensors
(e.g., [32,34,54]). Hence, the chosen sensor elements are representative examples. The ad-
mittance magnitude |Yr,n| and phase angle φr,n of the series resonance circuit are obtained
from the mBvD model by omitting the parallel current ip,n and are plotted in Figure 3a,b
(middle). They exhibit the behavior expected from a linear resonator and the main differ-
ence between the two sensor elements is the small difference in their resonance frequencies.
The electrical sensitivities Sel,am,n and Sel,pm,n are calculated following the definitions in
Equation (8) from the derivaties of |Yr,n| and φr,n with respect to the frequency. They are
plotted in Figure 3a,b (bottom). Both sensor elements have similar electrical sensitivities
with extrema of Smax

el,am,1 ≈ Smax
el,am,2 ≈ ±0.15 µS/Hz and Smax

el,pm,1 ≈ Smax
el,pm,2 ≈ −8.5/Hz.

Note that Sel,am,n = 0 at fex = fr,n, but Sel,pm,n = Smax
el,pm,n. Because the two sensor elements

have very similar resonance frequencies, their total electrical admittance Ys = Ys,1 + Ys,2
in parallel connection ( S1||S2 ) shows qualitatively the same behavior but with a much
increased admittance magnitude and electrical amplitude sensitivity by approximately a
factor of two compared to the single sensor elements. The corresponding plots are shown
in Figure 3. Comparing the magnitude and phase of Ys( S1||S2 ) emphasizes that an im-
provement in the sensitivity is only expected for the electrical amplitude sensitivity Sel,am,
because the magnitudes |Yr,n| add up. In contrast, the electrical phase sensitivity Sel,pm
does not improve, as it results from averaging Sel,pm,1 and Sel,pm,2. For a more comprehen-
sive and general discussion, signal and noise must be considered and, in particular, their
dependencies on the magnetic field frequency and the differences in resonance frequency.
For that, the signal model is validated in the following section.

4.2. Frequency Response of the Sensor

The electrical sensitivities and sensor parameters found in the previous section are
used here in the signal model and the simulations are compared with measurements.
In Figure 4a, the spectrum Ûco of the modulated signal is shown from a measurement
of the sensor element S1 (top) and S1||S2 (bottom) using an excitation signal with a
voltage amplitude of ûex = 25 mV, a frequency fex = 7680 Hz and a sinusoidal magnetic
test signal with an arbitrarily chosen frequency of fac = 5.8 Hz, and an amplitude of
B̂ac = 1 µT. Besides the carrier peak at fex, both spectra show one pair of peaks at fex ± fac,
which corresponds to the modulating signal caused by the magnetic field. Following the
magnitude-frequency response of the transfer function of the resonator, the side peak
closest to the resonance frequency at fr,1 = 7674.9 Hz (S1) is the largest. The signal model
fits the measurements very well for magnetic sensitivities of Smag,1 ≈ Smag,2 = 24 Hz/mT.
Considering the normalization required for a comparison [26,57], Smag,n/ fr,n is in the
typical range expected from similar sensor elements [34,57].

Several fex 6= fr are chosen to analyze the sensor’s magnitude-frequency response
for operating out of resonance. They are indicated in Figure 4b for S1 (top) and S1||S2
(bottom) as the difference ∆ fex,1 fex − fr,1 of fex to the resonance frequency fr,1 of S1, and
the difference ∆ fex,2 fex − fr,2 of fex to fr,2, respectively. For each excitation frequency,
the voltage sensitivity SV as a function of the magnetic field frequency fac was measured
four times, averaged, and plotted in Figure 4c. As expected, the measurements of both
configurations (S1 and S1||S2) show qualitatively the same behavior. For excitation
frequencies close to fr, the sensor’s voltage sensitivity SV exhibits a low-pass behavior with
a maximum voltage sensitivity at the lowest magnetic field frequency fac.

With an increasing deviation of fex from fr, the maximum shifts to larger values of fac
and further reduces its value. The reduction of the voltage sensitivity is caused by a change
of the electrical sensitivities as well as the transfer function of the resonator. The model
matches the measurements well with deviations mostly smaller than a factor of two and
well within the estimated errors of the measurements. In line with the estimation based
on the electrical sensitivity in the previous section, the simulations, and measurements of
S1||S2, show an overall improved voltage sensitivity compared to S1. A more detailed
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analysis of this is given in Section 5, where the model is used to estimate the influence of a
resonance mismatch for otherwise identical sensor elements.

Sensors 2021, 21, x FOR PEER REVIEW 10 of 18 
 

 

of both configurations (  and || ) show qualitatively the same behavior. For excita-
tion frequencies close to , the sensor’s voltage sensitivity  exhibits a low-pass behav-
ior with a maximum voltage sensitivity at the lowest magnetic field frequency . 

 
Figure 4. Comparison of simulations with measurements. (a) Example amplitude spectrum of the measured and simulated 
output signal using only the sensor element  (top) and both sensor elements in parallel ||  (bottom) ( = 25 mV). 
(b) Magnitude |ℋ | of the transfer function ℋ  of the resonator used to indicate several excitation frequencies  by ∆ , ≔  − , , relative to the resonance frequency , = 7674.9 Hz of the sensor element  (top), and ∆ , ≔  −, , relative to the resonance frequency , = 7676.5 Hz of the sensor element  (bottom). (c) Measured and simulated 
voltage sensitivity  (Equation (9)) as a function of the magnetic field frequency  for the excitation frequencies indi-
cated in (b) for the sensor element  (top) and both sensor elements in parallel ||  (bottom) ( = 10 mV). 

With an increasing deviation of  from , the maximum shifts to larger values of 
 and further reduces its value. The reduction of the voltage sensitivity is caused by a 

change of the electrical sensitivities as well as the transfer function of the resonator. The 
model matches the measurements well with deviations mostly smaller than a factor of 
two and well within the estimated errors of the measurements. In line with the estimation 
based on the electrical sensitivity in the previous section, the simulations, and measure-
ments of || , show an overall improved voltage sensitivity compared to . A more 
detailed analysis of this is given in Section 5, where the model is used to estimate the 
influence of a resonance mismatch for otherwise identical sensor elements. 

4.3. Validation of the Noise Model 
We omit the effect of  on the quality factor and noise floor for the small  used 

in this work, in line with previous investigations [53,54]. Noise measurements are per-
formed for = 0, i.e., the sensor’s input is shortened to ground potential, and data are 
recorded for 5 min with a sample rate of 32 kHz. The measured noise density spectra are 
compared with the simulations in Figure 5. The contributions of the sensor intrinsic ther-
mal-mechanical noise , , and piezoelectric thermal-electric noise , , as well as the 
operational amplifier’s noise , ,  are shown. The measurements and simulations 
match well and show what is expected for no excitation, or small excitation amplitudes. 
Thermal-mechanical noise dominates the noise floor around the resonance frequency and, 
further away, thermal-electrical noise of the piezoelectric resistance. The maximum noise 
density peak in Figure 5 is increased by a factor of approximately 1.3 compared to the 
single sensor elements. This is slightly less than the maximum increase by a factor of √2 
expected from Equation (22), and it is likely caused by the resonance mismatch. 

Figure 4. Comparison of simulations with measurements. (a) Example amplitude spectrum of the measured and simulated
output signal using only the sensor element S1 (top) and both sensor elements in parallel S1||S2 (bottom) (ûex = 25 mV).
(b) Magnitude |Hr| of the transfer function Hr of the resonator used to indicate several excitation frequencies fex by
∆ fex,1 fex − fr,1, relative to the resonance frequency fr,1 = 7674.9 Hz of the sensor element S1 (top), and ∆ fex,2 fex − fr,2,
relative to the resonance frequency fr,2 = 7676.5 Hz of the sensor element S2 (bottom). (c) Measured and simulated voltage
sensitivity SV (Equation (9)) as a function of the magnetic field frequency fac for the excitation frequencies indicated in (b)
for the sensor element S1 (top) and both sensor elements in parallel S1||S2 (bottom) (ûex = 10 mV).

4.3. Validation of the Noise Model

We omit the effect of ûex on the quality factor and noise floor for the small ûex used
in this work, in line with previous investigations [53,54]. Noise measurements are per-
formed for ûex = 0, i.e., the sensor’s input is shortened to ground potential, and data are
recorded for 5 min with a sample rate of 32 kHz. The measured noise density spectra
are compared with the simulations in Figure 5. The contributions of the sensor intrinsic
thermal-mechanical noise Eco,r, and piezoelectric thermal-electric noise Eco,p, as well as
the operational amplifier’s noise Eco,JCA, are shown. The measurements and simulations
match well and show what is expected for no excitation, or small excitation amplitudes.
Thermal-mechanical noise dominates the noise floor around the resonance frequency and,
further away, thermal-electrical noise of the piezoelectric resistance. The maximum noise
density peak in Figure 5 is increased by a factor of approximately 1.3 compared to the
single sensor elements. This is slightly less than the maximum increase by a factor of

√
2

expected from Equation (22), and it is likely caused by the resonance mismatch.
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Figure 5. Comparison of the simulated and measured total voltage noise density Eco (Equation (18)) around the sensor’s
resonance frequency. The simulated contributions of the thermal-mechanical noise density Eco,r, the thermal-electrical
noise density Eco,p of the piezeoelectric layer, and the operational amplifier’s noise density Eco,JCA are shown as well.
Measurements and simulations are compared for a sensor system with (a) a single sensor element S1, (b) a single sensor
element S2, and (c) two sensor elements connected in parallel (S1||S2).

5. Implications for Sensor Arrays
5.1. Influence of the Number of Sensor Elements

The noise model is used to estimate the influence of the number N of sensor elements
on the minimum detectable magnetic flux density. First, we consider the ideal case of
identical sensor elements described with the mBvD parameters of the sensor S1. In this
case, the signal magnitude increases linearly with N. The change of the total voltage noise
density is less trivial because the various noise contributions depend differently on N. A
simulation of the voltage noise density at the resonance frequency is shown in Figure
6 as a function of N. While the sensor intrinsic thermal-mechanical noise and thermal-
electrical noise increase ∝

√
N, the noise of the JFET charge amplifier is ∝ N. This linear

relationship can be explained with the expression for the noise gain |1 + Zf/(Zs + ZC2)|
of the amplifier in Equation (19). According to this expression, the noise gain is in good
approximation (Zs � ZC2, 1) inversely proportional to the impedance Zs of the array.
Each additional sensor element increases the capacitance and reduces Zs (Equation (15)),
and therefore, the noise gain increases linearly with N if all sensor elements are identical.
The thermal-mechanical noise and the thermal-electrical noise of the amplifier dominate
the noise floor at different N owing to their different dependencies on N. At small N,
the thermal-mechanical noise dominates the noise floor and the LOD ∝ 1/

√
N can be

improved by adding sensor elements. At large N, the noise contribution of the amplifier
dominates and no improvement in the LOD can be achieved because signal and noise are
both ∝ N. A transition region exists at intermediate values of N where the improvement
in LOD decreases continuously with N. This transition region is approximately around
N = 200Nmax for the set of sensor parameters considered.
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Figure 6. (a) Simulation of the voltage noise density at the resonance frequency as a function of the number N of the parallel
connected sensor elements. Below approximately N = 200, the noise level is dominated by the sensor intrinsic thermal-
mechanical noise and increases ∝

√
N. At approximately N > Nmax ≈ 200, the noise of the charge amplifier dominates the

noise floor and is ∝ N. No significant improvement in the signal-to-noise ratio is expected for N > Nmax ≈ 200 because
the signal amplitude increases ∝ N as well. (b) Simulated gain SV/SV,1 in the voltage sensitivity SV of a system with two
parallel connected sensor elements relative to the voltage sensitivity SV,1 of a single sensor element as a function of the
difference ∆ fr in their resonance frequencies, normalized to the bandwidth fBW fr/Q of the resonator. Examples are shown
for three different parallel capacities, expressed as multiples of the parallel capacitance Cp,1 of the sensor element S1. The
minima are indicated with red dots.

5.2. Influence of Resonance Frequency Mismatch

The reproducibility of sensor elements can be considerably impaired by the relaxation
of small stress during fabrication [60] and by small variations in the resonator geometry. The
condition fex = fr cannot be fulfilled simultaneously for all N sensor elements because both
mechanisms cause a distribution in resonance frequency fr. At this point, it remains unclear
to what extent such a distribution impairs signal, noise, and LOD. However, knowing
the tolerable variation in resonance frequency is important for the design of sensor arrays
because it imposes limitations on the resonator geometry and on the tolerances of the
fabrication process.

First, the voltage sensitivity SV is calculated as a function of the resonance frequency
mismatch because it must be known to estimate the LOD (Equation (10)). The model sensor
system considered comprises two sensor elements connected in parallel. Both sensor
elements have identical resonance frequencies and sensitivities, and they are described
by the same set of mBvD equivalent circuit parameters of the sensor element S1. The
resonance frequency fr ∝ 1/

√
LrCr of one sensor element is altered by increasing the mBvD

parameters Lr and Cr in equal ratios. This keeps the quality factor Q ∝ Lr/Cr constant
(Appendix A), and it causes only a negligible change in the bandwidth for the range of
resonance frequencies tested. For each difference ∆ fr in the two resonance frequencies,
we simulate the output signal using a magnetic test signal with a frequency of fac = 1 Hz,
and calculate the voltage sensitivity SV (Equation (9)). This procedure is repeated for three
different example capacities Cp with values that are multiples of the parallel capacitance
Cp,1 of the sensor element S1. We define the sensitivity gain SV/SV,1 by the voltage
sensitivity SV of the two parallel sensor elements, normalized to the voltage sensitivity
SV,1 of the single sensor element. The results are plotted in Figure 6b as functions of ∆ fr
normalized to the bandwidth fBW = fr/Q of S1.

For all three values of Cp, the sensitivity gain reaches a maximum value of SV/SV,1 = 2,
when the resonance frequencies are identical ∆ fr/ fBW = 0. It decreases to a minimum of
around SV/SV,1 = 1 at roughly ∆ fr/ fBW = 0.5, indicated in Figure 6b with red dots. For
larger ∆ fr/ fBW, SV/SV,1 increases slightly but it does not reach its maximum value again.
The influence of the parallel capacitance Cp on SV/SV,1 is distinct but it does not change the
curves qualitatively in the considered range. A larger Cp reduces SV/SV,1 at high ∆ fr/ fBW
and shifts the location of the minimum to a larger ∆ fr/ fBW; hence, it slightly broadens
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the peak around the maximum of SV/SV,1. Consequently, the condition of approximately
∆ fr/ fBW < 0.5 (depending on Cp) should be fulfilled to increase the signal magnitude in
an array with two sensor elements. This condition can be expressed as:

∆ fr,BW
∆ fr

fBW
≈ ∆ fr

fr
·Q < 0.5 . (23)

The simulations in Figure 6b demonstrate that Equation (23) is not a strict criterium
because the locations of the minima on the ∆ fr,BW-axis vary by up to 50% for different
tested values of Cp (e.g., for Cp = 2Cp,1 the minimum is at ∆ fr,BW ≈ 0.75). The exact
location of the minimum depends on the contribution of the current through the LCR
pathway to the total sensor current, relative to the capacitive contribution of Cp. For all
practical purposes, these two contributions can hardly be varied independently because
changing the parallel capacitance is accompanied by a change of the excitation efficiency,
e.g., by altering the electrode geometry [32] or the piezoelectric material [33].

Not only for the voltage sensitivity, but also the sensor intrinsic thermal-mechanical
noise referred to as the output follows the transfer function of the resonator; this is demon-
strated with the measurements and simulations in Figure 5. Therefore, the LOD is constant
if the sensor intrinsic thermal-mechanical noise dominates the noise floor, which is typ-
ically fulfilled for excitation frequencies fex within the bandwidth of the resonator and
sufficiently small magnetic field frequencies fac. This conclusion is in line with other exper-
imental results [55] (Figure 6) and does still hold for two parallel operating sensor elements
with different resonance frequencies. Consequently, it is also LOD(∆ fr,BW) = const. if the
thermal-mechanical noise dominates the voltage noise density at fex + fac. The frequency
band around the resonance frequency where the LOD is constant depends on the difference
between the thermal-electric noise level and the resonance-amplified thermal-mechanical
noise level and changes with N. For the sensors analyzed, this range is approximately
< fBW around fr, as shown in Figure 5.

6. Discussion and Conclusions

The signal-and-noise model developed matches well with measurements on exchange-
biased sensor elements operated separately and in parallel in a setup with a single oscillator
and amplifier. The model does still hold for excitation frequencies out of resonance and
more than one sensor element. Hence, two major limitations of previous models have
been solved and a tool is presented that can further support the design of delta-E effect
sensors and sensor arrays. From the good match of the model and consistency with noise
measurements, we find that the sensor intrinsic noise in our setup can be considered as
uncorrelated, despite the parallel connection of sensor elements and their operation and
read-out by a single oscillator and single amplifier. This is an essential precondition for
improving the sensor performance by operating in parallel while using fewer electronic
elements to keep the setup compact. Additional requirements were identified, which
must be fulfilled to improve the signal and the limit of detection by operating many sensor
elements in parallel. For the given sensor system, no significant improvement in the limit of
detection can be achieved if a maximum number Nmax ≈ 200 of sensor elements is exceeded.
Above this number, the noise contribution of the amplifier dominates the noise floor and
increases, like the signal amplitude ∝ N. Below, the sensor intrinsic noise dominates around
the resonance and increases merely ∝

√
N, which results in LOD ∝ 1/

√
N. With the given

Nmax, this would correspond to an LOD improvement by a factor of approximately 14.
The value of Nmax depends on the contribution of the thermal-mechanical noise relative to
the thermal-mechanical noise. Therefore, Nmax can potentially be improved by reducing
the noise contribution of the charge amplifier. The proportionalities found do only hold
strictly if all sensor elements are identical. Simulations of the voltage sensitivity confirmed
that the improvement in signal amplitude depends significantly on the difference in the
resonance frequencies of the sensor elements. It vanishes at a bandwidth normalized
resonance frequency difference of approximately ∆ fr,BW ≈ 0.5, depending on the value of
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the parallel capacitance of the sensor element. Consequently, a large signal improvement
by parallel operation requires tight tolerances on the resonance frequency and, therefore, on
the reproducibility provided by the fabrication process. Because the sensor intrinsic noise
follows the same resonator transfer function as the signal, we expect the LOD to be constant
with ∆ fr,BW for sufficiently small ∆ fr,BW, and here at approximately ∆ fr,BW < 2. This value
depends on the level of the thermal-mechanical noise, relative to the thermal-electrical
noise of the piezoelectric layer and the noise contribution of the amplifier.

In conclusion, a model was presented that overcomes previous limitations and can
be used to explore the signal and noise characteristics of delta-E effect sensor arrays. The
results from measurements and simulations indicate that large arrays of parallel operating
sensor elements can be an option to improve the signal and limit of detection in the future.
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Appendix A. Equivalent Circuit Model

The equivalent circuit model used to describe the electrical admittance of each sensor
element is illustrated in Figure A1a and the structure of the modeled sensor array in
Figure A1b.
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Figure A1. Illustration of (a) the modified Butterworth-van Dyke equivalent-circuit model used to
describe the sensor elements, with the current ir,n through the resonator LCR-circuit and ip,n as the
parallel capacitive pathway, and (b) all N parallel-connected sensor elements of the array, with the
current is,n through the nth sensor element and the total current is through the array.

The following equations are used to estimate the resonance frequency fr,n and the
quality factor Qn of the nth sensor element:

Qn =
1

Rr,n

√
Lr,n

Cr,n
, (A1)
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and
fr,n =

1
2π
√

Lr,nCr,n
. (A2)

Appendix B. Transfer Function of the Resonator

The frequency response of the resonator is modeled as second-order infinite impulse
response (IIR) peaking filter with the transfer functionHr(z) [61]:

Hr(z) =
n1 + n2z−1 + n3z−2

d1 + d2z−1 + d3z−2 , (A3)

and the components ni of the numerator coefficients as well as di of the denominator
coefficients, which are functions of the quality factor Q and the resonance frequency fr [62]:

n =




1− g
0

g− 1


 , d =




1− g
−2g· cos(π fr)

2g− 1


 . (A4)

To ensure a gain of −3 dB at the bandwidth, the factor g is set to:

g =

[
1 +
√

2· tan
(

π

2
fr

Q

)]−1
. (A5)

Appendix C. System Parameters

In the following Table A1, the model parameters of the sensor system and the equiva-
lent circuit parameters of the two sensor elements S1 and S2 are summarized.

Table A1. Parameters of the equivalent circuit noise model and the modified Butterworth-van Dyke
(mBvD) model.

Component Parameter Value Parameter Value

Excitation Rex 75 Ω

Cable C1 RC1 147 MΩ CC1 208 pF

Cable C2 RC2 184 MΩ CC2 36 pF

Sensor element S1

Rp,1 295 MΩ CME,1 47.157 pF
Rr,1 663.47 kΩ Cr,1 48.725 fF
Lr,1 8.826 kH fr,1 7674.9 Hz

Sensor element S2

Rp,2 310 MΩ CME,2 48.568 pF
Rr,2 755.96 kΩ Cr,2 49.112 fF
Lr,2 8.753 kH fr,2 7676.4 Hz

Amplifier Rf 5 GΩ Cf 30 pF

Appendix D. Implementation of the Model

The equations, which describe the signal-and-noise model (Equations (1)–(22)), are
implemented in MATLAB (The MathWorks, Inc., Natick, MA, USA). The voltage at the
charge amplifier’s output uco(t) is calculated in the time domain using Equations (1)–(6),
and the electric sensitivities (Equations (7) and (8)) obtained from the impedance measure-
ments in Section 4.1. Estimated magnetic sensitivities of Smag,1 ≈ Smag,2 = 24 Hz/mT
are used, which is in the typical range expected from similar sensor elements [34,57]. The
simulated time domain signal is demodulated with a quadrature amplitude demodulator
and subsequently converted to the frequency domain using Welch’s method [63]. From
the power spectral density estimate, we calculate the amplitude spectrum Û( f ) of the
demodulated signal u(t) and the voltage sensitivity following the definition provided by
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Equation (9). For the noise simulations, Equations (11)–(22) are implemented to obtain the
voltage noise density at the output of the charge amplifier in the frequency domain.

References
1. Lenz, J.; Edelstein, S. Magnetic Sensors and Their Applications. IEEE Sens. J. 2006, 6, 631–649. [CrossRef]
2. Gleich, B.; Weizenecker, J. Tomographic Imaging Using the Nonlinear Response of Magnetic Particles. Nature 2005, 435, 1214–1217.

[CrossRef]
3. Friedrich, R.-M.; Zabel, S.; Galka, A.; Lukat, N.; Wagner, J.-M.; Kirchhof, C.; Quandt, E.; McCord, J.; Selhuber-Unkel, C.;

Siniatchkin, M.; et al. Magnetic Particle Mapping Using Magnetoelectric Sensors as an Imaging Modality. Sci. Rep. 2019, 9, 2086.
[CrossRef]

4. Cohen, D.; Givler, E. Magnetomyography: Magnetic Fields around the Human Body Produced by Skeletal Muscles. Appl. Phys.
Lett. 1972, 21, 114–116. [CrossRef]

5. Zuo, S.; Schmalz, J.; Özden, M.-Ö.; Gerken, M.; Su, J.; Niekiel, F.; Lofink, F.; Nazarpour, K.; Heidari, H. Ultrasensitive Magneto-
electric Sensing System for Pico-Tesla MagnetoMyoGraphy. IEEE Trans. Biomed. Circuits Syst. 2020, 14, 971–984. [CrossRef]

6. Koch, H. Recent Advances in Magnetocardiography. J. Electrocardiol. 2004, 37, 117–122. [CrossRef]
7. Fenici, R.; Brisinda, D.; Meloni, A.M. Clinical Application of Magnetocardiography. Expert Rev. Mol. Diagn. 2005, 5, 291–313.

[CrossRef]
8. Kwong, J.S.W.; Leithäuser, B.; Park, J.-W.; Yu, C.-M. Diagnostic Value of Magnetocardiography in Coronary Artery Disease and

Cardiac Arrhythmias: A Review of Clinical Data. Int. J. Cardiol. 2013, 167, 1835–1842. [CrossRef] [PubMed]
9. Duez, L.; Beniczky, S.; Tankisi, H.; Hansen, P.O.; Sidenius, P.; Sabers, A.; Fuglsang-Frederiksen, A. Added Diagnostic Value of

Magnetoencephalography (MEG) in Patients Suspected for Epilepsy, Where Previous, Extensive EEG Workup Was Unrevealing.
Clin. Neurophysiol. 2016, 127, 3301–3305. [CrossRef] [PubMed]

10. Fenici, R.; Brisinda, D.; Nenonen, J.; Fenici, P. Phantom Validation of Multichannel Magnetocardiography Source Localization.
Pacing and Clin. Electrophysiol. 2003, 26, 426–430. [CrossRef] [PubMed]

11. Bertero, M.; Piana, M. Inverse problems in biomedical imaging: Modeling and methods of solution. In Complex Systems in
Biomedicine; Quarteroni, A., Formaggia, L., Veneziani, A., Eds.; Springer: Milano, Italy, 2006; pp. 1–33. ISBN 978-88-470-0396-5.

12. Yang, J.; Poh, N. Recent Application in Biometrics; IntechOpen: London, UK, 2011; ISBN 978-953-307-488-7.
13. Murzin, D.; Mapps, D.J.; Levada, K.; Belyaev, V.; Omelyanchik, A.; Panina, L.; Rodionova, V. Ultrasensitive Magnetic Field

Sensors for Biomedical Applications. Sensors 2020, 20, 1569. [CrossRef] [PubMed]
14. Kleiner, R.; Koelle, D.; Ludwig, F.; Clarke, J. Superconducting Quantum Interference Devices: State of the Art and Applications.

Proc. IEEE 2004, 92, 1534–1548. [CrossRef]
15. Robbes, D. Highly Sensitive Magnetometers—A Review. Sens. Actuators A Phys. 2006, 129, 86–93. [CrossRef]
16. Griffith, W.C.; Knappe, S.; Kitching, J. Femtotesla Atomic Magnetometry in a Microfabricated Vapor Cell. Opt. Express 2010, 18,

27167–27172. [CrossRef] [PubMed]
17. Johnson, C.N.; Schwindt, P.D.D.; Weisend, M. Multi-Sensor Magnetoencephalography with Atomic Magnetometers. Phys. Med.

Biol. 2013, 58, 6065–6077. [CrossRef]
18. Osborne, J.; Orton, J.; Alem, O.; Shah, V. Fully Integrated Standalone Zero Field Optically Pumped Magnetometer for Biomag-

netism. In Proceedings of the Steep Dispersion Engineering and Opto-Atomic Precision Metrology XI, San Francisco, CA, USA,
29 January–1 February 2018; Volume 10548, pp. 89–95.

19. Mhaskar, R.R.; Knappe, S.; Kitching, J. Low-Frequency Characterization of MEMS-Based Portable Atomic Magnetometer. In
Proceedings of the 2010 IEEE International Frequency Control Symposium, Newport Beach, CA, USA, 1–4 June 2010; pp. 376–379.

20. Oelsner, G.; IJsselsteijn, R.; Scholtes, T.; Krüger, A.; Schultze, V.; Seyffert, G.; Werner, G.; Jäger, M.; Chwala, A.; Stolz, R. Integrated
Optically Pumped Magnetometer for Measurements within Earth’s Magnetic Field. arXiv 2021, arXiv:2008.01570.

21. Reermann, J.; Durdaut, P.; Salzer, S.; Demming, T.; Piorra, A.; Quandt, E.; Frey, N.; Höft, M.; Schmidt, G. Evaluation of
Magnetoelectric Sensor Systems for Cardiological Applications. Measurement 2018, 116, 230–238. [CrossRef]

22. Yarar, E.; Salzer, S.; Hrkac, V.; Piorra, A.; Höft, M.; Knöchel, R.; Kienle, L.; Quandt, E. Inverse Bilayer Magnetoelectric Thin Film
Sensor. Appl. Phys. Lett. 2016, 109, 022901. [CrossRef]

23. Tu, C.; Chu, Z.-Q.; Spetzler, B.; Hayes, P.; Dong, C.-Z.; Liang, X.-F.; Chen, H.-H.; He, Y.-F.; Wei, Y.-Y.; Lisenkov, I.; et al.
Mechanical-Resonance-Enhanced Thin-Film Magnetoelectric Heterostructures for Magnetometers, Mechanical Antennas, Tunable
RF Inductors, and Filters. Materials 2019, 12, 2259. [CrossRef]

24. Lee, E.W. Magnetostriction and Magnetomechanical Effects. Rep. Prog. Phys. 1955, 18, 184–229. [CrossRef]
25. Spetzler, B.; Golubeva, E.V.; Müller, C.; McCord, J.; Faupel, F. Frequency Dependency of the Delta-E Effect and the Sensitivity of

Delta-E Effect Magnetic Field Sensors. Sensors 2019, 19, 4769. [CrossRef] [PubMed]
26. Spetzler, B.; Golubeva, E.V.; Friedrich, R.-M.; Zabel, S.; Kirchhof, C.; Meyners, D.; McCord, J.; Faupel, F. Magnetoelastic Coupling

and Delta-E Effect in Magnetoelectric Torsion Mode Resonators. Sensors 2021, 21, 2022. [CrossRef] [PubMed]
27. Reermann, J.; Zabel, S.; Kirchhof, C.; Quandt, E.; Faupel, F.; Schmidt, G. Adaptive Readout Schemes for Thin-Film Magnetoelectric

Sensors Based on the Delta-E Effect. IEEE Sens. J. 2016, 16, 4891–4900. [CrossRef]
28. Osiander, R.; Ecelberger, S.A.; Givens, R.B.; Wickenden, D.K.; Murphy, J.C.; Kistenmacher, T.J. A Microelectromechanical-based

Magnetostrictive Magnetometer. Appl. Phys. Lett. 1996, 69, 2930–2931. [CrossRef]



Sensors 2021, 21, 7594 17 of 18

29. Gojdka, B.; Jahns, R.; Meurisch, K.; Greve, H.; Adelung, R.; Quandt, E.; Knöchel, R.; Faupel, F. Fully Integrable Magnetic Field
Sensor Based on Delta-E Effect. Appl. Phys. Lett. 2011, 99, 223502. [CrossRef]

30. Jahns, R.; Zabel, S.; Marauska, S.; Gojdka, B.; Wagner, B.; Knöchel, R.; Adelung, R.; Faupel, F. Microelectromechanical Magnetic
Field Sensor Based on ∆E Effect. Appl. Phys. Lett. 2014, 105, 052414. [CrossRef]

31. Zabel, S.; Kirchhof, C.; Yarar, E.; Meyners, D.; Quandt, E.; Faupel, F. Phase Modulated Magnetoelectric Delta-E Effect Sensor for
Sub-Nano Tesla Magnetic Fields. Appl. Phys. Lett. 2015, 107, 152402. [CrossRef]

32. Zabel, S.; Reermann, J.; Fichtner, S.; Kirchhof, C.; Quandt, E.; Wagner, B.; Schmidt, G.; Faupel, F. Multimode Delta-E Effect
Magnetic Field Sensors with Adapted Electrodes. Appl. Phys. Lett. 2016, 108, 222401. [CrossRef]

33. Spetzler, B.; Su, J.; Friedrich, R.-M.; Niekiel, F.; Fichtner, S.; Lofink, F.; Faupel, F. Influence of the Piezoelectric Material on the
Signal and Noise of Magnetoelectric Magnetic Field Sensors Based on the Delta-E Effect. APL Mater. 2021, 9, 031108. [CrossRef]

34. Spetzler, B.; Bald, C.; Durdaut, P.; Reermann, J.; Kirchhof, C.; Teplyuk, A.; Meyners, D.; Quandt, E.; Höft, M.; Schmidt, G.; et al.
Exchange Biased Delta-E Effect Enables the Detection of Low Frequency PT Magnetic Fields with Simultaneous Localization. Sci.
Rep. 2021, 11, 5269. [CrossRef]

35. Nan, T.; Hui, Y.; Rinaldi, M.; Sun, N.X. Self-Biased 215 MHz Magnetoelectric NEMS Resonator for Ultra-Sensitive DC Magnetic
Field Detection. Sci. Rep. 2013, 3, 1985. [CrossRef]

36. Li, M.; Matyushov, A.; Dong, C.; Chen, H.; Lin, H.; Nan, T.; Qian, Z.; Rinaldi, M.; Lin, Y.; Sun, N.X. Ultra-Sensitive NEMS
Magnetoelectric Sensor for Picotesla DC Magnetic Field Detection. Appl. Phys. Lett. 2017, 110, 143510. [CrossRef]

37. Staruch, M.; Matis, B.R.; Baldwin, J.W.; Bennett, S.P.; van’t Erve, O.; Lofland, S.; Bussmann, K.; Finkel, P. Large Non-Saturating
Shift of the Torsional Resonance in a Doubly Clamped Magnetoelastic Resonator. Appl. Phys. Lett. 2020, 116, 232407. [CrossRef]

38. Zhuang, X.; Sing, M.L.C.; Dolabdjian, C.; Wang, Y.; Finkel, P.; Li, J.; Viehland, D. Sensitivity and Noise Evaluation of a Bonded
Magneto(Elasto) Electric Laminated Sensor Based on In-Plane Magnetocapacitance Effect for Quasi-Static Magnetic Field Sensing.
IEEE Trans. Magn. 2015, 51, 1–4. [CrossRef]

39. Staruch, M.; Yang, M.-T.; Li, J.F.; Dolabdjian, C.; Viehland, D.; Finkel, P. Frequency Reconfigurable Phase Modulated Magnetoelec-
tric Sensors Using ∆E Effect. Appl. Phys. Lett. 2017, 111, 032905. [CrossRef]

40. Stutzke, N.A.; Russek, S.E.; Pappas, D.P.; Tondra, M. Low-Frequency Noise Measurements on Commercial Magnetoresistive
Magnetic Field Sensors. J. Appl. Phys. 2005, 97, 10Q107. [CrossRef]

41. Deak, J.G.; Zhou, Z.; Shen, W. Tunneling Magnetoresistance Sensor with PT Level 1/f Magnetic Noise. AIP Adv. 2017, 7, 056676.
[CrossRef]

42. Lukat, N.; Friedrich, R.-M.; Spetzler, B.; Kirchhof, C.; Arndt, C.; Thormählen, L.; Faupel, F.; Selhuber-Unkel, C. Mapping of
Magnetic Nanoparticles and Cells Using Thin Film Magnetoelectric Sensors Based on the Delta-E Effect. Sens. Actuators A Phys.
2020, 309, 112023. [CrossRef]

43. Chu, Z.; Shi, W.; Shi, H.; Chen, Q.; Wang, L.; PourhosseiniAsl, M.J.; Xiao, C.; Xie, T.; Dong, S. A 1D Magnetoelectric Sensor Array
for Magnetic Sketching. Adv. Mater. Technol. 2019, 4, 1800484. [CrossRef]

44. Cuong, T.D.; Viet Hung, N.; Le Ha, V.; Tuan, P.A.; Duong, D.D.; Tam, H.A.; Duc, N.H.; Giang, D.T.H. Giant Magnetoelectric
Effects in Serial-Parallel Connected Metglas/PZT Arrays with Magnetostrictively Homogeneous Laminates. J. Sci. Adv. Mater.
Devices 2020, 5, 354–360. [CrossRef]

45. Xi, H.; Lu, M.-C.; Yang, Q.X.; Zhang, Q.M. Room Temperature Magnetoelectric Sensor Arrays For Application of Detecting Iron
Profiles in Organs. Sens. Actuators A Phys. 2020, 311, 112064. [CrossRef] [PubMed]

46. Lu, Y.; Cheng, Z.; Chen, J.; Li, W.; Zhang, S. High Sensitivity Face Shear Magneto-Electric Composite Array for Weak Magnetic
Field Sensing. J. Appl. Phys. 2020, 128, 064102. [CrossRef]

47. Li, H.; Zou, Z.; Yang, Y.; Shi, P.; Wu, X.; Ou-Yang, J.; Yang, X.; Zhang, Y.; Zhu, B.; Chen, S. Microbridge-Structured Magnetoelectric
Sensor Array Based on PZT/FeCoSiB Thin Films. IEEE Trans. Magn. 2020, 56, 1–4. [CrossRef]

48. Kim, H.J.; Wang, S.; Xu, C.; Laughlin, D.; Zhu, J.; Piazza, G. Piezoelectric/Magnetostrictive MEMS Resonant Sensor Array for
in-Plane Multi-Axis Magnetic Field Detection. In Proceedings of the 2017 IEEE 30th International Conference on Micro Electro
Mechanical Systems (MEMS), Las Vegas, NV, USA, 22–26 January 2017; pp. 109–112.

49. Lage, E.; Kirchhof, C.; Hrkac, V.; Kienle, L.; Jahns, R.; Knöchel, R.; Quandt, E.; Meyners, D. Exchange Biasing of Magnetoelectric
Composites. Nat. Mater. 2012, 11, 523–529. [CrossRef]

50. Yarar, E.; Hrkac, V.; Zamponi, C.; Piorra, A.; Kienle, L.; Quandt, E. Low Temperature Aluminum Nitride Thin Films for Sensory
Applications. AIP Adv. 2016, 6, 075115. [CrossRef]

51. Durdaut, P.; Penner, V.; Kirchhof, C.; Quandt, E.; Knöchel, R.; Höft, M. Noise of a JFET Charge Amplifier for Piezoelectric Sensors.
IEEE Sens. J. 2017, 17, 7364–7371. [CrossRef]

52. Jahns, R.; Knöchel, R.; Greve, H.; Woltermann, E.; Lage, E.; Quandt, E. Magnetoelectric Sensors for Biomagnetic Measurements.
In Proceedings of the 2011 IEEE International Symposium on Medical Measurements and Applications, Bari, Italy, 30–31 May
2011; pp. 107–110.

53. Durdaut, P.; Reermann, J.; Zabel, S.; Kirchhof, C.; Quandt, E.; Faupel, F.; Schmidt, G.; Knöchel, R.; Höft, M. Modeling and
Analysis of Noise Sources for Thin-Film Magnetoelectric Sensors Based on the Delta-E Effect. IEEE Trans. Instrum. Meas. 2017, 66,
2771–2779. [CrossRef]



Sensors 2021, 21, 7594 18 of 18

54. Durdaut, P.; Rubiola, E.; Friedt, J.-M.; Müller, C.; Spetzler, B.; Kirchhof, C.; Meyners, D.; Quandt, E.; Faupel, F.; McCord, J.; et al.
Fundamental Noise Limits and Sensitivity of Piezoelectrically Driven Magnetoelastic Cantilevers. J. Microelectromech. Syst. 2020,
29, 1347–1361. [CrossRef]

55. Spetzler, B.; Kirchhof, C.; Reermann, J.; Durdaut, P.; Höft, M.; Schmidt, G.; Quandt, E.; Faupel, F. Influence of the Quality Factor
on the Signal to Noise Ratio of Magnetoelectric Sensors Based on the Delta-E Effect. Appl. Phys. Lett. 2019, 114, 183504. [CrossRef]

56. Durdaut, P. Ausleseverfahren Und Rauschmodellierung Für Magnetoelektrische Und Magnetoelastische Sensorsysteme. Ph.D.
Thesis, Kiel University, Kiel, Germany, 2019.

57. Spetzler, B.; Kirchhof, C.; Quandt, E.; McCord, J.; Faupel, F. Magnetic Sensitivity of Bending-Mode Delta-E-Effect Sensors. Phys.
Rev. Appl. 2019, 12, 064036. [CrossRef]

58. Wang, Y.J.; Gao, J.Q.; Li, M.H.; Shen, Y.; Hasanyan, D.; Li, J.F.; Viehland, D. A Review on Equivalent Magnetic Noise of
Magnetoelectric Laminate Sensors. Philos. Trans. R. Soc. A Math. Phys. Eng. Sci. 2014, 372, 20120455. [CrossRef] [PubMed]

59. Ding, L.; Saez, S.; Dolabdjian, C.; Melo, L.G.C.; Yelon, A.; Menard, D. Equivalent Magnetic Noise Limit of Low-Cost GMI
Magnetometer. IEEE Sens. J. 2009, 9, 159–168. [CrossRef]

60. Matyushov, A.D.; Spetzler, B.; Zaeimbashi, M.; Zhou, J.; Qian, Z.; Golubeva, E.V.; Tu, C.; Guo, Y.; Chen, B.F.; Wang, D.; et al.
Curvature and Stress Effects on the Performance of Contour-Mode Resonant ∆E Effect Magnetometers. Adv. Mater. Technol. 2021,
6, 2100294. [CrossRef]

61. Oppenheim, A.V.; Schafer, R.W.; Buck, J.R. Discrete-Time Signal Processing, 2nd ed.; Prentice Hall: Upper Saddle River, NJ, USA,
1998.

62. Orfanidis, S.J. Introduction to Signal Processing; Prentice Hall: Hoboken, NJ, USA, 1996; ISBN 978-0-13-240334-4.
63. Welch, P.D. The Use of Fast Fourier Transform for the Estimation of Power Spectra: A Method Based on Time Averaging Over a

Short, Modified Periodograms. IEEE Trans. Audio Electroacoust. 1967, 15, 70–73. [CrossRef]



Part III

Outlook

199





Chapter 8

Compact Sensor Arrays

We took the first steps toward the development of arrays based on ∆E-effect sensors in the
previous chapters. Sensors based on exchange-biased multilayers were presented, which do
not require external magnetic fields during operation. Cantilever-based sensor elements were
mounted with a low-noise charge amplifier on a dedicated, printed circuit board. Such compact
sensors potentially enable measurement arrangements with several sensors, e.g., for spatial field
mapping or source localization. In Section 7.2, we indicated that a large number of sensor
elements could be beneficial for the LOD, presuming a sufficient reproducibility of the resonator
structure. The comparatively large size of the previously used sensor elements prevents using
a large number of sensor elements and high densities. In such cases, where many sensors or
high spatial resolution are required, the size of the sensor element can become an important
parameter. In addition, the increased resonance frequency connected with the reduced size can
significantly increase the bandwidth of the sensor if the quality factor is kept the same.

We present the first concept for compact ∆E-effect sensor arrays that comprise a large num-
ber of miniaturized sensor elements, that are suitable for integration with CMOS operating
and read-out electronics1. This concept attempts to address other major challenges identified
in the previous chapters. The examples include reproducibility, as pointed out in Section 7.2,
and the control of anisotropic stress. With the micro-contour-mode resonators in Section 4.3,
reproducibility was significantly impaired by anisotropic stress that enters the magnetic layer
upon the release of the resonator. Here, we present a method to reduce the effects of stress by
depositing a magnetic layer on the released resonator structure. In Section 4.1, we showed that
bending modes suffer from the properties of the magnetic layer close to its edge. Here, a new
resonator design is suggested to reduce such problems.

After briefly introducing the technology platform used for sensor processing, the first exper-
imental and theoretical results are evaluated. Finally, potential advantages and drawbacks of
the suggested concept are discussed.

8.1 PiezoMUMPs Technology Platform
The approach selected in this chapter is based on microresonators fabricated by standard mi-
croelectromechanical system (MEMS) technology provided by the PiezoMUMPs design and
technology package of the company MEMSCAP Inc. This platform permits the design of piezo-
electric microstructures with a given sequence of layers of a fixed thickness. The limited design
freedom affords the great advantage of short tape-out times of approximately 3 months and
well-defined tolerances. The layer sequence is shown in Fig. 8.1 for the example of a cantilever
structure. The layers comprise a silicon-on-insulater (SOI) starting substrate with a poly-silicon

1Part of this project is conducted in collaboration with Patrick Wiegand, Chair of Networked Electronic
Systems, Kiel University.
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Figure 8.1: (a) Cross-sectional illustration of a cantilever structure produced with MEMSCAP
Inc.’s PiezoMUMPS design platform (not to scale). The sketch is adapted from Ref. [404]. (b)
Top-view of a chip with test structures to analyze the feasibility of the proposed concept. It
comprises two identical half-chips that can be separated at a predetermined breaking line in the
middle.

thickness of 10 µm. The poly-silicon is doped and can serve as a rear-side electrode. After dop-
ing, it is patterned and etched to the oxide layer to obtain a free-standing resonator structure.
Where necessary, an 0.2-µm-thin thermal oxide layer is added on the top of the doped silicon
layer to insulate it electrically from the subsequent layers. On top of the silicon or the thermal
oxide, a 0.5-µm-thick piezoelectric layer is deposited, and a 1-µm-thick patterned aluminum
layer can be used as top electrode. Details on the fabrication process and tolerances can be
found in the PiezoMUMPs Design Handbook [403].

8.2 First Array Design

The first test structure was designed to assess the reproducibility of the resonators and the
possibility of depositing a magnetic layer on the released structure. The chip has in-plane
dimensions of 11.15 mm × 11.15 mm with an area of 8.5 mm × 8.5 mm, which can be used for
placing the resonators. For the first design, 186 cantilever resonators are placed on the chip
with lengths from 130-500 µm and widths from 40-100 µm. Besides single cantilevers that can
be operated with their own pair of electrodes, arrays of parallel-connected cantilevers are placed
on the chip. Example images are shown below in Figs. 8.2 and 8.4. An important parameter
that limits the resonator dimensions is the resonance frequency. It was designed to stay below
1 MHz in the first bending mode to reduce the requirements on the read-out electronics.

8.2.1 Electromechanical Properties

A representative example for an array structure is shown in Fig 8.2a; it comprises ten cantilevers
of identical design, with nine of them connected in parallel. A curvature is visible at the
edge of the cavity, and this results in a approximately symmetric distribution of the length
of the cantilever in Fig. 8.2a. Accordingly, the measured magnitude of the admittance shows a
distribution of the resonance frequencies. In Fig. 8.2b, five electromechanical resonance peaks
(A-E) are visible. They are analyzed with an mBvD model used in Section 7.1 but with nine
parallel LCR circuits instead of two. The fit reveals that A-D are the superposition of two
resonance modes with very similar resonance frequency. All resonance frequencies and quality
factors are extracted from the mBvD fit. The mean quality factor of this set of data is slightly
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Figure 8.2: (a) Optical microscopy image (top-view) of an example of an array of parallel sensor
elements and (b) the corresponding measured magnitude of the admittance with a scatter of the
resonance frequencies caused by the curved clamping region. An mBvD model is fitted to the
measurements to characterize the resonance modes. (c) Representative example of the measured
and fitted admittance magnitudes of three cantilevers where the silicon layer is extended to the
edge of the cavity. A straight clamping region is visible in the example top-view photograph in
the inset.

smaller compared to that for the macroscopic cantilevers presented in the previous chapters, with
Q ≈ 750 and a standard deviation of ∆Q ≈ 20 %. A mean resonance frequency of fr ≈ 436 kHz
is obtained with a standard deviation of ∆fr ≈ 3.7 %; therefore, the mean bandwidth of the
resonators is BW ≈ 0.6 kHz (Section 2, Equation 2.6), which corresponds to a bandwidth-
normalized resonance frequency deviation of ∆fr,BW ≈ 28 (Section 7.2, Equation 22). This is
far away from the condition ∆fr,BW < 0.5 that must be approximately fulfilled to improve the
LOD by averaging.

Standard deviations can be improved significantly by matching the edge of the trench with
the edge of the hole in the poly-silicon layer. Three cantilevers on the chip were designed in
this manner. Their measured admittance magnitude curves are shown in Fig. 8.2c together
with an the top-view photograph provided in the inset. A clean and straight edge is visible at
the clamping of the cantilever, and correspondingly, a considerably improved standard deviation
∆fr ≈ 0.18 % of the resonance frequency. This results in ∆fr,BW ≈ 1.1 and including the data of
six other chips ∆fr,BW ≈ 0.9, which is in the range of the reproducibility requirement. Compared
to the other two cantilevers, cantilever 1 has a significantly higher admittance magnitude, which
can be attributed to the larger parasitic capacitance caused by a longer conducting line on
the chip. The relative electrical magnitude sensitivity (Section 4.4, Equation 1) of the three
cantilevers in Fig. 8.2c is estimated to be |SY,r| ≈ (8.5 ± 0.3) mS on average and a mean quality
factor of Q ≈ 630 ± 20. Here, SY,r is similar to the values of the previous analyzed millimeter
sized cantilevers (|SY,r| ≈ 9.6 mS, Section 7.1), and Q is a bit lower than the typical values
around Q = 1000. In general, the differences are expected because of the different geometry.

The results demonstrate the feasibility of miniaturization from an electromechanical point
of view and show that no significant compromises are made in terms of the electrical sensitivity.
Although the small value of ∆fr,BW seems to be promising, more data are required to determine
a reliable value for the means and standard deviations.



204 Chapter 8. Compact Sensor Arrays

Figure 8.3: (a) Illustration of a deposition of the magnetic layer (blue) on top of the free-
standing cantilever with a shadow mask. To avoid short circuits, high tolerances are required.
(b) Light-microscopy image of the top of a typical cantilever of the sensor array. Atomic force
microscopy (AFM) measurement of the oxidized Al top electrode, showing a high roughness.
(c) Illustration of an alternative deposition from the rear side that avoids the rough top oxide
and reduces the required tolerances of the shadow mask at the expense of potentially depositing
magnetic material in unwanted regions around the clamping area of the cantilever.

8.2.2 Magnetic Layer Deposition

Magnetic layer is to be deposited on the free-standing resonator. Consequently, the stress in
the magnetic layer can occur only from the deposition of the magnetic layer itself. However,
there is a trade off with structuring as the deposition has to be performed with a shadow mask.
The two options are illustrated in Fig. 8.3. Depositing the magnetic layer from the top may
be desirable for two reasons. First, it permits extending the magnetic layer over the clamping
region as indicated in Fig. 8.3a to avoid the sample edges to be present directly at the clamping.
This can be advantageous for the magnetoelastic properties as shown in Section 4.1. Second,
the shadow mask can be brought into direct contact with the cantilever, and this can enable us
to precisely structure the deposited layer. Such a method requires high precision to avoid short
circuiting the electrodes when depositing the magnetic layer from the top. Consequently, this
approach comes with tight tolerances for the shadow mask itself and its positioning, which places
high demands on the experimental procedure and the technical equipment. Another condition
is the surface smoothness of the top electrode. Atomic force microscopy measurements of a
typical top electrode (Fig. 8.3b) show a roughness of the order of the envisioned magnetic layer
thickness of 100-200 nm. An alternative is to deposit the magnetic layer from the rear-side of the
resonator. As illustrated in Fig. 8.3c, the shadow mask cannot be placed in direct contact with
the resonator because of the approximately 400-µm-thick substrate and oxide in between. The
comparatively large distance might lead to non-ideal magnetic layer properties at the clamping
or the edges of the cantilever but the tolerances on the mask alignment and the risk of short
circuits are significantly reduced for sufficiently thin magnetic layers. To test the feasibility of
this approach, a (Fe90Co10)78Si12B10 layer with a target thickness of 200 nm is deposited2. For a
first demonstration, the chip is flipped over to use the etched trenches as a shadow mask. Neither

2Magnetic layer deposition by Anne Kittmann, Inorganic Functional Materials, Kiel University.
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Figure 8.4: (a) Scanning electron microscopy (SEM) image of the top of an example cantilever
array on the chip processed with the PiezoMUMPS technology platform. (b) SEM image shows
a close-up and (c) an overview of a rear-side corner of a cantilever with an approximately 200-
nm-thick magnetic layer deposited on top.

a magnetic field was applied during the deposition, nor were the samples annealed afterwards.

8.2.3 Scanning Electron Microscopy Measurements

Scanning electron microscopy (SEM) images were obtained to analyze the cantilever arrays, and
in particular, the edges of the magnetic layer deposited on the rear-side. A detailed top-view3

of a representative electromechanical cantilever array is shown in Fig. 8.4a. A clear curvature is
visible in the etched trench and the inclined profile of the trench wall under the cantilevers. The
oxidized surface of the aluminum electrodes is clearly visible on the silicon cantilevers because
of its high roughness. Additional SEM images were taken4 to evaluate the structure at the
edges of the deposited magnetic layer. An example image shows an overview (Fig. 8.4b) of a
rear-side corner of a cantilever with an approximately 200-nm-thick magnetic layer on top. The
periodic ripple structure is characteristic for the Bosch process used to structure the cantilever.
The edge of the magnetic layer and its surface is mostly smooth, and the large impurities in the
background on the layer could be caused by dust particles or residuals from the etching process
that were still present during sputter deposition. At the side of the cantilever in Fig. 8.4b,
columnar structures are visible that seem to extend from the top-side of the cantilever to the
rear-side where the magnetic layer is deposited. They are more dominant closer to the top-side
from where the etching process was started, and it can be caused by insufficient passivation.
A close-up (Fig. 8.4c) of the edge reveals a granular nanostructure at the side of the magnetic
layer that is expected from the stochastic layer growth and local shadowing. Such a granular
structure is also present on the Bosch-ripples protruding from the cantilever side. Reference
measurements (not shown) of cantilevers without a magnetic layer confirm that the magnetic
material has grown there as well. A magnetic characterization is required to understand if this

3SEM imaging performed by Lars Thormählen, Inorganic Functional Materials, Kiel University
4SEM imaging performed by Jonas Drewes, Multicomponent Materials, Kiel University
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Figure 8.5: (a) Magneto-optical Kerr effect (MOKE) microscopy images of two example can-
tilevers captured without an applied magnetic field. The MOKE sensitivity axis was set along
the short axis of the cantilevers. The background image was captured in magnetic saturation
with the magnetic field applied along the long axis of the cantilevers. Clamping of the can-
tilevers is indicated by the dashed lines. Close to the clamping, the cantilever is obscured by
the inclined side of the etched trench. (b) Reduced magnetization curve M/Ms, as a function
of the magnetic flux density µ0H applied along the long axis of the shorter cantilever.

is problematic for achieving the desired magnetic properties.

Magneto-Optical Imaging

Magneto-optical Kerr effect (MOKE) microscopy [405] was used5 to assess the magnetic proper-
ties of the deposited layer. The MOKE images of two example cantilevers are shown in Fig. 8.5a.
They were recorded at zero applied magnetic field after saturating the samples along the long
axis of the cantilever. The MOKE sensitivity axis is set along the short axis. Both samples
show Landau-like magnetic domain patterns [406] that indicate a small effective anisotropy with
a mean magnetic easy axis oriented approximately 15◦ relative to the the short axis of the can-
tilever. Such an anisotropy can be caused by the deposition process itself or by small anisotropic
residual stress in the magnetic layer. An example hysteresis curve plotted in Fig. 8.5b is ex-
tracted from the MOKE measurements of the shorter cantilever, with the magnetic flux density
applied along its long axis. The magnetization curve demonstrates the soft-magnetic properties
of the magnetic layer that is similar to that achieved with larger structures [115,395]. The right
ends of the cantilevers close to the clamping are obscured by the angled side of the etched trench.
A comprehensive analysis of the entire magnetic layer requires altering the resonator design.

8.3 Revised Resonator Design

The magnetic properties close to the clamping are important for bending modes. This can be
problematic for several reasons. First, initial isotropic stress at the clamping relaxes differently
compared to the rest of the cantilever because of the different geometric situation. This can
lead to altered magnetoelastic anisotropy around the clamping and to inhomogeneous magnetic
properties. Second, if the magnetic layer is deposited on the rear-side of the cantilever, it cannot
be extended beyond the clamping region and the edge properties of the magnetic layer contribute
significantly. For the process used here, the shadowing of the clamping region prevents the

5MOKE microscopy measurements by Elizaveta V. Golubeva, Nanoscale Magnetic Materials, Kiel University.
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Figure 8.6: Simulation and analysis of antisymmetric second-order bending mode of a free-free
beam, following the method and model established in Section 4.4. The beam is 400 µm long
and 80 µm wide, with an anchor length of 50 µm and an anchor width w = 30 µm (except in
(b)). (a) Rear-side view of mode shape and σ11 component of the stress tensor. (b) Simulated
normalized frequency factors ∂cfr,ij as a function of the anchor width w, to estimate the con-
tribution of the stiffness tensor components Cij to the resonance frequency fr. (c) Simulation
(S1) of the normalized resonance frequency fr/fr,max as a function of the applied magnetic flux
density µ0H, with the magnetic field H and vacuum permeability µ0. A second simulation (S2)
was performed where C66 was set constant to C66 = Cm,66 (Cm,66: value at fixed magnetiza-
tion). (d) Relative magnetic sensitivity SH,r calculated from the data in (c) via Equation 1
(Section 4.4).

analysis of the magnetic properties, and it is expected to influence the magnetic layer formation,
which can cause an inhomogeneous magnetic layer thickness.

Most issues may be resolvable by revising the current resonator design. Instead of a can-
tilever clamped at one end, a free-free beam can be used that is anchored symmetrically in the
middle of its two long sides as illustrated in Fig. 8.6a. Based on the length of the anchors, they
are mostly shadowed by the etched trench, whereas the complete beam stays visible. It is not
expected that the deposition of magnetic material on the anchors can be completely avoided,
but it is possible to reduce its contribution to the resonance frequency by selecting a suitable
resonance mode. The resonance mode should oscillate with a small amplitude of anisotropic
stress at its anchor, and the resonance frequency should be in the desired frequency range and
well excitable electrically. A resonance mode that fulfills these conditions is the antisymmetric
second-order bending mode.

A simulation of this mode is illustrated in Fig. 8.6 for a 400 µm long and 80 µm wide beam
with two 50 µm long and w = 30 µm wide anchors fixed at their respective free end. A 200-nm-
thick magnetic layer covers the complete rear-side of the beam, including the anchor structures.
The model and analysis are based on the finite element and magnetoelastic model described
in Section 4.4. For the simulation, the layer sequence prescribed by the technology platform is
used, with the material parameters provided by the company [403]. The mode shape and σ11
component of the stress tensor (in arbitrary units) are plotted in Fig. 8.6 for fixed magnetization.
Due to the antisymmetric displacement profile, σ11 has a zero transition at the anchor line along
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x2. The extrema of σ11 are in the middle of each wing where consequently, the magnetic
properties are most weighted. During the oscillation, the anchors are twisted around the x2-
axis. The torsion in this case is mechanically mediated by the C66 component, and therefore,
it is expected to contribute to the resonance frequency fr. With increasing anchor width w,
the shear stress increases and changes the contribution to fr. The normalized frequency factors
∂cfr,ij (Equation 3, Section 4.4) were simulated as a function of the anchor width w to estimate
this contribution of the stiffness tensor components C11, C12 and C66 to fr. The results are
plotted in Fig. 8.6b. In line with the expectations, ∂cfr,11 and |∂cfr,12| decrease with w, whereas
∂cfr,66 slightly increases. Yet, over the range of w, ∂cfr,66 is more than one order of magnitude
smaller than ∂cfr,11. A gap is visible in the data at around w = 21 µm. At this width, it intersects
a different resonance mode that has a dominant displacement in the anchors. This gap could be
at different anchor widths for other beam geometries and should be avoided during the design.
In the previously analyzed bending modes in cantilevers (c.f. Section 4.4), |∂cfr,12| was more
than an order of magnitude smaller than ∂cfr,11. Here, |∂cfr,12| ≈ ∂cfr,11, which corresponds to
a considerably larger contribution of C12 to fr compared to the cantilever design. This may be
caused by the symmetric anchoring that partially constrains a lateral strain along the x2-axis.
Because both components C12 and C11 cause resonance detuning in the same direction, it is not
expected to be problematic for the magnetic sensitivity (c.f. Section 4.4).

In the following we illustrate the effect of different ∂cfr,ij on the resonance frequency and mag-
netic sensitivity. Magnetoelastic simulations were performed with the model from Section 4.4,
considering a magnetic field along x1 and a effective magnetic anisotropy energy density of
Keff = 800 J/m3 with an easy axis along the x2-axis. For the first simulation (S1), the magnetic
field dependency of all stiffness tensor components Cij is considered. For the second simulation
(S2), C66 = Cm,66 is kept constant with its value Cm,66 at fixed magnetization. The resonance
frequency curves fr(H) of both simulations are normalized to their maximum fr,max and plotted
in Fig. 8.6c. The influence of C66(H) in S1 is clearly visible as the difference between the two
fr(H) curves. While fr(H) of S2 with C66 = Cm,66 follows the shape of the C11(H) component
(c.f. Section 4.4, Fig. 3a), substantial deviations occur in S2, but only at magnetic field values
around H = 0 and close to saturation. The corresponding relative magnetic sensitivities SH,r
(Equation 1, Section 4.4) of the two resonance frequency curves are shown in Fig. 8.6d. They de-
viate only slightly and are approximately the same around the two local maxima at ≈ ±0.8 mT
indicated in the plot. These maxima are with SH,r ≈ 1.3 mT−1 approximately the same as the
corresponding peaks in the magnetic sensitivity measured with second-order bending modes (c.f.
Section 4.1, Fig. 7b). Owing to the macrospin approximation, discontinuities occur in fr(H),
which cause infinite peaks in SH,r at ≈ ±1.3 mT. Here, the peaks are finite because of the limited
resolution of the numerical differentiation, and their values have no physical relevance for the
sensitivity estimation in this case.

In conclusion, the small contribution of C66 to the resonance mode does not seem to de-
teriorate the magnetic sensitivity significantly. With a magnetic layer thickness of ≈ 200 nm,
a similar magnetic sensitivity is estimated as measured previously with second-order bending
modes.

8.4 Summary and Conclusion

The preliminary results demonstrated that the required reproducibility of the electromechanical
MEMS structure can be met with the selected fabrication process. Yet, the magnetic layer
deposition eventually has to follow these requirements. The roughness analysis showed that
the magnetic layer must be deposited on the rear-side of the cantilever. A first trial proved
that a single magnetic layer can be deposited on the free-standing resonator with a very small
anisotropic stress and effective magnetic anisotropy, which is promising for sensor application.
Further, the simplicity of the deposition approach because of the loose tolerances required for
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the shadow mask were demonstrated. Cantilevers were shown to be unsuitable as a sensing
element because of the shadowing of the clamping region. Based on numerical estimations,
a new resonator design was suggested that seems to be suitable for avoiding the conceptual
problems of the previous design. Overall, the suggested procedure and improved resonator
design are a promising starting point for the development and investigation of integrated sensor
arrays based on the ∆E effect. Further investigations will be required to quantify potential
sensor cross-talk, the possibility of depositing magnetic multilayers, and the optimum sensor
geometry for a given electrical read-out and operating system.
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Conclusion

This work focused on the investigation of magnetoelectric ∆E-effect magnetometers for the de-
tection of small-amplitude and low-frequency magnetic fields. In this study, essential parameters
of ∆E-effect magnetometers such as the geometry, material, and operating parameters were con-
nected with the sensing characteristics to identify current limitations and possible methods of
sensor improvement. The conclusions drawn provide promising prospects for the further devel-
opment of ∆E-effect sensors in the future.

Initial studies were focused on the ∆E effect and magnetic sensitivity. Both were analyzed
as functions of fundamental sensor design parameters such as the resonator geometry, and the
magnetic and mechanical material parameters. Analytical and numerical models were used and
developed to describe the ∆E effect and the magnetic sensitivity. Among other aspects, the
importance of homogeneous magnetic material properties and the magnetization for a large
∆E effect and magnetic sensitivity was emphasized and quantified for the bending mode and
contour mode resonators. While material parameters such as a high saturation magnetostriction
and low induced magnetic anisotropy may seem desirable according to previous analyses and
simple models, they were not identified as the limiting factors when more realistic scenarios were
considered. Maximizing these parameters affects the sensitivity of the magnetization to small
magnitudes of stress, and this makes achieving a good uniformity of magnetization challenging.
For large magnetic volume fractions, which is desirable from an entirely mechanical point of view,
the relaxation of homogeneous residual stress can cause the stress neutral axis to be within the
magnetic layer. This can significantly pronounce the inhomogeneity of the effective anisotropy
and rotate the magnetization over the layer thickness. In the experimental demonstration with
contour mode resonators, this phenomenon reduced the magnetic sensitivity and ∆E effect by
orders of magnitude. Hence, a major source for spatial magnetic inhomogeneity is revealed.
The results improved the qualitative understanding of the current limitations in the magnetic
sensitivity and the device reproducibility and helped provide guidance for resonator designs that
could reduce such effects in the future.

The ∆E effect and magnetic sensitivity depend significantly on the mode number, which
was demonstrated with experiments on cantilever resonators in the bending and torsion modes,
where a relative magnetic sensitivity difference of more than a factor of four between the 1st
and 3rd order modes was measured. The dependence of the sensitivity on the mode number
showed an opposite behavior in bending modes compared to torsion modes. To this end, two
different mechanisms were identified and described with theoretical models. The mechanisms
are closely connected to the spatial inhomogeneity of the effective magnetic anisotropy, and the
tensor character of the ∆E effect. Although these mechanisms were mostly ignored before, both
turned out to be relevant factors that should be considered for sensor development. With the
models and methodology the impact of such effects can be estimated and they can support sen-
sor design. Operating the ∆E-effect sensors at high-frequency resonance modes improved the
measurement bandwidth but introduced the question of the frequency dependency of the ∆E
effect. It was estimated that operating the sensor at resonance frequencies in the high megahertz
regime could change the sign of the ∆E effect and reduce the magnetic sensitivity caused by the

211



212 Conclusion

magneto-dynamic effects around the ferromagnetic resonance frequency. Hence, the simplified
dynamic model demonstrates a physical limitation of the operating frequency and consequently
of the bandwidth. These limitations are intrinsic to the ∆E effect and can be important for
high-frequency devices and extremely soft-magnetic materials.

Studies on resonance modes confirmed that the magnetic sensitivity of torsion modes can be
considerably larger compared to that of the bending modes. Yet, improving the magnetic sensi-
tivity of torsion modes in cantilever resonators is connected with a smaller electrical sensitivity,
which is intrinsic to the resonance mode and the electrical excitation method. Hence, torsion
modes did not improve overall sensitivity compared to bending modes, although the ∆E effect
in the shear modulus seems promising. A different method to utilize the shear modulus was
analyzed with a first sensor system based on the ∆E effect in the Love-wave surface acoustic
wave devices that operate at ≈ 150 MHz. The study on these sensors showed the LOD of the
order of 100 pT/

√
Hz with a considerably improved bandwidth in the kilohertz regime compared

to previous cantilever sensors; however, there is a trade-off with integrability and size. These
results represent the first proof of the large potential of SAW devices for the detection of low-
frequency and small-amplitude magnetic fields.

Voltage sensitivity and signal amplitude can be improved significantly by increasing the
quality factor Q and tuning the piezoelectric material parameters. The experimental results
confirmed the theoretic dependencies and demonstrated improvements by more than a factor of
ten by operating in vaccuum and eight with AlScN as the piezoelectric material. At large ampli-
tudes of the excitation voltage, the sensitivity was limited by magnetoelastic nonlinearities. The
increase in sensitivity translates into a greater linear improvement of the LOD with Q and a sim-
ilarly large improvement with the piezoelectric coefficients as long as either thermal-mechanical
or thermal-electrical noise is dominant. Improving the LOD is eventually limited by the loss
in the magnetic material that dominates the noise floor at large amplitudes of the excitation
voltage. Following a first magnetic noise model, the LOD could be improved by reducing the
imaginary part of the effective magnetic susceptibility that corresponds to magnetic loss while
increasing its real part, which contributes to sensitivity. Other parts of the sensitivity do not
contribute to the LOD in this regime. Yet, it should be emphasized that this holds only as
long as the signal amplitude is sufficiently large to overcome the thermal-electrical and thermal-
mechanical noise floor. Consequently, a sufficiently large sensitivity in conjunction with reduced
magnetic loss is key for improving the LOD further in the future. Further investigations on
this matter should be focused on gaining a detailed understanding of the specific micromagnetic
origin of the magnetic noise and loss to support the design of low-noise magnetoelastic films and
multilayers.

In addition to the theoretical aspects, a first step towards application was made with a new
operating scheme that permits measuring small amplitude and low-frequency signals, while si-
multaneously localizing the sensor. The operating scheme uses a fist ∆E-effect sensor based
on magnetic exchange-bias multilayers. This sensor does not require an external magnetic bias
field during operating and thus ensures a compact measurement setup that is interesting for
scenarios where many sensor elements are necessary or beneficial. Consequently, such sensors
open up new perspectives for applying the ∆E-effect magnetic field sensors and create an op-
portunity to develop new applications in the future. Instead of operating all sensor elements of
the array individually, they can also be operated in parallel using the same local oscillator and
read-out electronics. A more detailed analysis points out the tolerances on the reproducibility
that must be met to improve the signal, noise, and LOD with this approach. The simulation
results indicated that the LOD could be improved until the maximum number of sensor elements
was reached. This number depends on the sensor intrinsic noise level and the thermal-electrical
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noise of the amplifier. Sensor elements could be grouped into individually operating sub-arrays
to benefit from a larger number of sensor elements. Hence, the first guidelines for the design of
sensor arrays and grouping strategies are provided to achieve an improved LOD with a mini-
mum number of separated read-out channels. Such an approach could be another alternative to
improve the LOD in the future.

In the outlook, a first experimental realization of compact sensor arrays was demonstrated
with a new resonator concept intended to circumvent some of the previous limitations. The
analysis indicates a promising reproducibility that seems suitable for further studies on the
parallel operation of sensor arrays with a large number of elements. It provides a starting point
for studies on the origin of magnetic loss and noise, and for application specific aspects of the
sensor designs, e.g., for vector magnetometry or high spatial resolution mapping of magnetic
fields.
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spectrum Â(f) of the amplitude demodulated signal uA(t) with the applied mag-
netic test signal and amplitude noise density spectrum A(f) without the applied
test signal. (c) Illustration of the voltage sensitivity SV and the amplitude noise
density A as a function of fac of an example sensor operated in the first and
second bending mode (BM 1 and BM 2), where the sensor-intrinsic noise sources
dominate the noise floor around fr. The data in (c) are obtained from [146]. . . . 23

8.1 (a) Cross-sectional illustration of a cantilever structure produced with MEM-
SCAP Inc.’s PiezoMUMPS design platform (not to scale). The sketch is adapted
from Ref. [404]. (b) Top-view of a chip with test structures to analyze the feasi-
bility of the proposed concept. It comprises two identical half-chips that can be
separated at a predetermined breaking line in the middle. . . . . . . . . . . . . . 202

8.2 (a) Optical microscopy image (top-view) of an example of an array of parallel sen-
sor elements and (b) the corresponding measured magnitude of the admittance
with a scatter of the resonance frequencies caused by the curved clamping region.
An mBvD model is fitted to the measurements to characterize the resonance
modes. (c) Representative example of the measured and fitted admittance mag-
nitudes of three cantilevers where the silicon layer is extended to the edge of the
cavity. A straight clamping region is visible in the example top-view photograph
in the inset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

8.3 (a) Illustration of a deposition of the magnetic layer (blue) on top of the free-
standing cantilever with a shadow mask. To avoid short circuits, high tolerances
are required. (b) Light-microscopy image of the top of a typical cantilever of
the sensor array. Atomic force microscopy (AFM) measurement of the oxidized
Al top electrode, showing a high roughness. (c) Illustration of an alternative
deposition from the rear side that avoids the rough top oxide and reduces the
required tolerances of the shadow mask at the expense of potentially depositing
magnetic material in unwanted regions around the clamping area of the cantilever.204

8.4 (a) Scanning electron microscopy (SEM) image of the top of an example cantilever
array on the chip processed with the PiezoMUMPS technology platform. (b) SEM
image shows a close-up and (c) an overview of a rear-side corner of a cantilever
with an approximately 200-nm-thick magnetic layer deposited on top. . . . . . . 205



List of Figures 249

8.5 (a) Magneto-optical Kerr effect (MOKE) microscopy images of two example can-
tilevers captured without an applied magnetic field. The MOKE sensitivity axis
was set along the short axis of the cantilevers. The background image was cap-
tured in magnetic saturation with the magnetic field applied along the long axis
of the cantilevers. Clamping of the cantilevers is indicated by the dashed lines.
Close to the clamping, the cantilever is obscured by the inclined side of the etched
trench. (b) Reduced magnetization curve M/Ms, as a function of the magnetic
flux density µ0H applied along the long axis of the shorter cantilever. . . . . . . 206

8.6 Simulation and analysis of antisymmetric second-order bending mode of a free-
free beam, following the method and model established in Section 4.4. The beam
is 400 µm long and 80 µm wide, with an anchor length of 50 µm and an anchor
width w = 30 µm (except in (b)). (a) Rear-side view of mode shape and σ11
component of the stress tensor. (b) Simulated normalized frequency factors ∂cfr,ij
as a function of the anchor width w, to estimate the contribution of the stiffness
tensor components Cij to the resonance frequency fr. (c) Simulation (S1) of the
normalized resonance frequency fr/fr,max as a function of the applied magnetic
flux density µ0H, with the magnetic field H and vacuum permeability µ0. A
second simulation (S2) was performed where C66 was set constant to C66 = Cm,66
(Cm,66: value at fixed magnetization). (d) Relative magnetic sensitivity SH,r
calculated from the data in (c) via Equation 1 (Section 4.4). . . . . . . . . . . . . 207



250 List of Figures



Appendices

251





Appendix A

Additional Calculations

A.1 Simplified Mean-Field Model

Energy Density Equation

One of the first models that described ferromagnetic hysteresis is the Stoner-Wohlfarth model [66].
Here, this model is extended by a simplified magnetoelatic energy density term that considers
uniaxial stress σ. The extended total energy density is

u = uK + uZ + ume = Kusin2(θH − θK) − µ0MsHcos(θH) − 3
2λsσcos2(θH − θme). (A.1)

The uniaxial anisotropy energy density uK with the first-order anisotropy energy density constant
Ku defines a magnetic easy axis (Ku > 0). The Zeeman energy density uZ describes the effect of
a magnetic field with magnitude H and ume represents the magnetoelastic energy density term
that captures the effect of uniaxial stress with magnitude σ on the macrospin for a material
with saturation magnetotriction λs. All angles θH, θK, and θme are defined in relation to the
orientation of the applied magnetic field vector H̄ with magnitude H. Angle θH describes the
orientation of the macrospin vector with magnitude Ms; θK, the orientation of the magnetic easy
axis; and θme, the orientation of the uniaxial stress. Hence, (θH − θK) represents the orientation
of the macrospin to the magnetic easy axis and (θH −θme), the orientation to the uniaxial stress.
The quasi-static equilibrium orientation is found by numerically minimizing the energy density
of the magnetization vector. A detailed and more general description of the energy density
contributions is presented in Chapter 3.

Simulation Parameters

For the calculations in Section 1.2, we minimize Equation A.1 numerically to obtain θH at various
values of applied H and σ. The examples are calculated using typical values for soft-magnetic
amorphous FeCoSiB [115] µ0Ms = 1.5 T, λs = 35 ppm. The magnetization was averaged over 500
uncoupled simulations with different values of Ku. The values are distributed following a normal
distribution with a mean value of Ku = 850 J/m3 and a standard deviation of ∆Ku = 100 J/m3.
The easy axis is oriented at θK = 88 ◦ to the applied magnetic field direction.
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A.2 Resonance Detuning Effects

Different effects can potentially contribute to detuning a resonant ferromagnetic structure. Here,
we consider the pole effect, change of cantilever length and curvature, and the effect of induced
equilibrium stress. Simple estimations presented in this chapter confirm that the dominant con-
tribution can be addressed to the ∆E effect arising from stress-induced Joule magnetostriction,
which is discussed in detail in Chapter 3.

A.2.1 Magnetostrictive Elongation

The first bending resonance frequency of a cantilever, as obtained from the Euler-Bernoulli beam
theory is a function of the cantilever’s length L (Equation A.2). Consequently, a pure magne-
tostrictive elongation of the beam results in detuning of its natural frequency. For the estimation
of the maximum-effect, the cantilever is assumed to be of a homogeneous ferromagnetic material
with a constant Young’s modulus E, cross section area A, density ρ and bending stiffness κ.
The ith eigenfrequency with the mode factor λi (λ1 ≈ 1.875) is then given by [137]

fi = λ2
i

2πL2

√
κ

ρA
= const.

L2 . (A.2)

Here, an increase ∆L in length from L0 to L1 reduces the resonance frequency. If the strain
originates from magnetostriction, it is given as

λ = ∆L

L0
= L1 − L0

L0
⇒ L1 = L0 + L0λ (A.3)

Using Equations A.2 and A.3, the relative change in the resonance frequency can be described
by the magnetostrictive strain only as

∆f

fr
= − 3λ

1 + 3λ
≈ −3λ (A.4)

The maximum magnetostrictive strain of a ferromagnetic material is its saturation magne-
tostriction λs. Depending on the material, λs is in the range between 10−6 and 10−3 [128],
and therefore, λs << 1. This justifies the approximation in Equation A.4. For FeCoSiB with
λs = 35 · 10−6 [115] this results in a relative change of about ∆f

fr
≈ 10−4, which is less than

one Hertz for a resonance at about 7000 Hz in the first bending mode. This estimation is only
fully valid for a free ferromagnetic film. However, the sensor device is a composite structure,
where the magnetostrictive strain rather bends the device and induces stress than elongates the
cantilever homogeneously. Consequently, the frequency shift from the elongation is expected to
be strongly overestimated.

A.2.2 Stress Stiffening and Geometric Nonlinearity

Detuning by Induced Stress

Magnetoelastic stress is induced on the magnetization of the ferromagnetic thin film. This
magnetization-dependent stress can, in principle, influence the bending stiffness and thereby the
natural frequency. The linear elasticity theory is not capable of this effect because it originates
from geometric nonlinearity. The resulting bending stiffness as a function of equilibrium stress
σs0 along the long axis of the cantilever can be approximated for a mechanically isotropic material
as [141]

κ(σs0) = Eh3

12(1 − v2) − vhhs(h − hs)
6(1 − v) σs0 − (1 − v − 2v2)h2

s (4h + 5hs)
30E(1 − v)(h − hs)

σ2
s0, (A.5)



A.2. Resonance Detuning Effects 255

where h denotes the total beam thickness and hs represents the thickness of the substrate. In
the absence of mechanical residual stress, and considering isotropic magnetostriction, the stress
along the long axis is induced by a magnetization component along this axis. The maximum
field-induced stress occurs if the material is saturated magnetically. In this case, the film stress
is provided by the magnetoelastic stress component b11. The specific value depends on the initial
zero-stress configuration with respect to its magnetization configuration; however, it does not
change over orders of magnitude. Using literature values, the film stress along the long axis is
σs0 = −b11 ≈ −6 Mpa [115]. The eigenfrequency equation (Equation A.2) is used to estimate
the shift of natural frequency. Instead of the multilayer composite cantilever, a homogeneous
beam is considered with a constant Young’s modulus Em = 150 GPa and Poisson’s ratio v = 0.3.
This results in a relative frequency shift of

∆f

fr
=
√

κ(σs0) − √
κ0√

κ0
≈ 10−6. (A.6)

The estimation holds only if the film is completely constraint by the substrate and therefore no
curvature occurs.

Effect of Curvature

Transverse curvature increases the bending stiffness of thin plates in contrasts to longitudi-
nal curvature, substantially [142]. The magnetic easy axis of the ∆E-effect sensors is often
aligned along the short cantilever axis (y-axis). Considering a strongly simplified picture, the
magnetization at the zero magnetic field (H = 0) is oriented along that axis and induces a mag-
netostrictive strain resulting in a curvature along the y-axis of the beam. Applying a magnetic
field in the longitudinal direction results in the reduction of magnetization and magnetostriction
in the transverse direction (x-axis). The curvature decreases with decreasing magnetostriction
along the y-direction, and it is accompanied by the softening of the effective bending stiffness.
Whether the resonance frequency increases or decreases depends on the initial magnetostrictive
state of the sample, and this is not known a priori. Here, only the described process is assumed,
which does not influence the order of magnitude of this effect. In this case, the initial film strain
equals the saturation magnetostriction λs. The relative stiffness change can be obtained from
the relative change in the effective spring constant k of the beam [142]

∆k

k
= L2β4

60η2 e−cβ(κy − vκx)2, (A.7)

with height-to-length ratio η = h/L and width-to-length ratio β = b/L. This equation is valid
only for a homogeneous beam with Poisson’s ratio v. For the estimation, it is assumed to be
v ≈ 0.3, which does not change the order of magnitude of the effect. The numerically determined
constant c depends on the vibrational mode and considers a reduced curvature at the clamping.
For the first (fundamental) bending mode, it is c ≈ 3.095. The maximum curvature in the
x- and y- direction is represented by κx and κy, respectively [407]. A completely unstrained
initial state and a final magnetized state with magnetostrictive strains λy = λs and λx = −1

2λs
is considered for the estimation. The maximum curvature results for a free plate and it is
calculated using [143]:

κx,yts = 6λx,y(1 + ζ)
(χζ)−1 + 4(1 + ζ2) + χζ3 + 6ζ

, (A.8)

χ = Ef(1 − v2
s )

Es(1 − v2
f ) . (A.9)

In (A.8), ζ = tf/ts represents the ratio of the film-to-substrate thickness and Ef and Es represent
the corresponding Young’s moduli with Poisson’s ratios vf and vs, respectively. This results in
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curvatures of κx ≈ 0.17 m−1 and κy ≈ −0.08 m−1. With these curvatures and Equation A.7, a
relative stiffness change of ∆k/k ≈ 5 · 10−8 can be estimated, which corresponds to a relative
change in the resonance frequency of ∆f/fr ≈ 5 · 10−6 %.

A.2.3 Pole Effect

The pole effect describes how a resonator with a magnetic component effectively stiffens in an
applied magnetic field. We consider a cantilever covered by a magnetic thin film with magneti-
zation along its longitudinal axis. The energy per unit length can be expressed using the area
of cross section Af of the film [145]

U(x) = KsAsin2ϕ(x) − µ0HMsAfcos(θ(x) − ϕ(x)), (A.10)

where the first term represents the shape anisotropy, which is approximated using the shape
anisotropy coefficient Ks = 1

2µ0M2
s . Thus, the equation is valid for the approximation of an

infinitely thin film compared to that of other dimensions. Further, ϕ represents the angle at
which the magnetic moment cants out of plane. The second term is the Zeeman energy with θ
representing the cantilever angle to the field vector; this angle depends on position x along the
cantilever and varies among different mode shapes. Consequently, U is a function of position. No
intrinsic anisotropy is considered here, and this is a suitable approximation for the ∆E-effect
sensors because the out-of-plane shape anisotropy coefficient is considerably larger than the
induced anisotropy. The equilibrium angular orientation is obtained from the force equilibrium
condition ∂U/∂ϕ = 0 as a function of the cantilever orientation θ. An analytical expression
can be found using a small angle approximation, and it is justified because of the large shape
anisotropy coefficient. Similarly, the local torque τ(x) can be obtained as a function of ϕ by
minimizing U with respect to θ. Merging both equations τ(x) can be expressed as a function
of the local cantilever orientation θ, which is known for a given mode shape from the Euler-
Bernoulli beam theory. The total torque T on the cantilever is obtained by integration of τ(x)
over the beam length, which results for the first bending mode in [145]

T = 0.785µ0M2
s V

H

Ms + H

(
d

L

)
. (A.11)

Consequently, the torque increases linearly with the tip deflection d and the volume of magnetic
material V . The constant arises directly from the integration over the x-dimension. Using T ,
the stiffening of the cantilever can be described by the change ∆k of the effective spring constant
k0 with

∆k = 1
Leff

(
∂T

∂d

)
. (A.12)

In this equation, Leff represents the effective beam length, which is characteristic for a spe-
cific bending mode. For the first mode, it is Leff = 0.725L. Combining Equation A.11 and
Equation A.12, the relative change of frequency can be expressed as [145]

∆f

fr
= 1

2
∆k

k0
= 1.085Afµ0M2

s
Lk0

(
H

H + Ms

)
(A.13)

This result is only valid for ∆k/k0 << 1 because of the linearization used in Equation A.13.
Further, the relative change in the natural frequency is independent of the tip deflection, which
is a direct consequence of the linear dependency of T on d in Equation A.11. The result is only
valid for small beam deflections. Nevertheless, the relative resonance shift is nonlinear with H,
and it arises from the parenthetical term in Equation A.13. This nonlinearity originates from the
out-of-plane canting of the magnetization vector, which essentially reduces the relative frequency
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shift at large fields where the shape anisotropy is successively overcome. Consequently, an upper
limit exists at which the magnetization is always oriented along H. Thus, Equation A.13 becomes

lim
H→∞

∆f(H)
fr

= 1.084Af
µ0M2

s
Lk0

. (A.14)

The effective spring constant k0 = 3κeff/L3 of the beam, defined by the ratio of force applied on
the tip and the corresponding tip displacement, is used for the calculation. The effective flexural
rigidity of the multilayer cantilever is obtained from a sum over all layers with the Young’s
modulus Ei and second moment of area Ii of the ith layer. If the substrate is significantly
thicker than the magnetic thin film, it dominates the mechanical behavior. Then, the flexural
rigidity can be further simplified to

κeff :=
∑

EiIi ≈ Es
bh

12 , (A.15)

with the Young’s modulus Es of the substrate, width b, and total thickness h of the cantilever.
Using k0 and Equation A.15, EquationA.16 can be expressed as

lim
H→∞

∆f(H)
fr

≈ 4µ0M2
s L2

Es

tf
ts

for (tf << ts), (A.16)

with the magnetic layer thickness tf and substrate thickness ts. For a realistic estimation,
we consider a cantilever with length L = 3 mm, µ0Ms = 1.5 T, tf = 2 µm, tf = 50 µm, and
Es = 150 GPa, and λs = 35 ppm. This results in the maximum relative frequency shift of about
∆f/fr ≈ 6 · 10−3. However, this requires flux densities in the tesla range. For small fields on
the order of a view millitesla, shifts occur in the range of ∆f/fr ≈ 10−6.
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A.3 Note on Cauchy’s Equation of Motion
A simple explanation of Cauchy’s equation of motion is provided to illustrate its connection
with Newton’s second law. Newton’s second law for a system with a mass m that is constant in
time is

F̄ = mā, (A.17)

with the force vector F̄ , and the acceleration ā := d2ū/dt2, which is defined as the second deriva-
tive of the displacement vector with respect to time t. The right-hand side of Equation A.17
can be formulated as

mā = d2ū

dt2

∫
ρ · dV (A.18)

by expressing the acceleration using the displacement vector ū and the mass in terms of the
volume integral over the mass density ρ. The force

F̄ =
∫

∇̄σdV + fV, (A.19)

on the left-hand side of Equation A.17 is described by the gradient ∇̄σ of the stress tensor
σ integrated over the volume (surface forces), superposed by all forces fV that are constant
throughout the volume (body forces). A typical example for the latter includes the gravitational
force, which can often be ignored for small structures. Inserting Equations A.18 and A.19 into
Equation A.17 yields ∫

∇̄σdV + fV = d2ū

dt2

∫
ρ · dV. (A.20)

Approximating fV ≈ 0 and integrating the equation to cancel out the volume, we arrive at a
simple form of Cauchy’s equation of motion (or Cauchy’s momentum equation):

ρ
d2ū

dt2 = ∇̄σ. (A.21)

In contrast to the original form of Newton’s second law, Equation A.21 can be easily expressed
as a function of only the displacement field ū, which makes it convenient for computational
purposes. This becomes evident when considering the example of a linear elastic material with
the constitutive relation

σij = Cijklεkl with εkl = 1
2

(
∂uk

∂xl
+ ∂ul

∂xk

)
, (A.22)

with the components Cijkl of the stiffness tensor, εkl of the linear strain tensor, ui of the
displacement vector, and the spatial coordinates xi.
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B.1 Love-Wave Magnetic-Field Sensor Modeling
Contribution

• Modeling (shared)
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Abstract: A surface-acoustic-wave (SAW) magnetic-field sensor utilizing fundamental, first-
and second-order Love-wave modes is investigated. A 4.5 µm SiO2 guiding layer on an ST-cut
quartz substrate is coated with a 200 nm (Fe90Co10)78Si12B10 magnetostrictive layer in a delay-line
configuration. Love-waves are excited and detected by two interdigital transducers (IDT). The delta-E
effect in the magnetostrictive layer causes a phase change with applied magnetic field. A sensitivity
of 1250 °/mT is measured for the fundamental Love mode at 263 MHz. For the first-order Love
mode a value of 45 °/mT is obtained at 352 MHz. This result is compared to finite-element-method
(FEM) simulations using one-dimensional (1D) and two-and-a-half-dimensional (2.5 D) models.
The FEM simulations confirm the large drop in sensitivity as the first-order mode is close to cut-off.
For multi-mode operation, we identify as a suitable geometry a guiding layer to wavelength ratio of
hGL/λ ≈ 1.5 for an IDT pitch of p = 12 µm. For this layer configuration, the first three modes are
sufficiently far away from cut-off and show good sensitivity.

Keywords: SAW; FEM; Love-wave; higher modes; multi-mode; magnetic-field sensing; delta-E effect

1. Introduction

Within the last 30 years, Love-wave-based SAW sensors have been proposed for (bio)chemical
measurements [1–3]. These sensors use shear-wave surface modes (Love-waves) supported by
a guiding layer. Recently, Love-wave SAW sensors have been developed for highly sensitive
magnetic-field sensing [4–6] using either resonant [7,8] or delay-line structures [5,9–11]. In Love-wave
magnetic-field sensors, the delay line of the SAW device is coated with a magnetostrictive (MS)
layer as shown in Figure 1. The propagation delay line is between two interdigital electrodes (IDT),
a transmitter and a receiver electrode. The wavelength of the wave generated at the transmitter IDT is
given by the IDT finger pitch p, while the wave velocity depends on the layer thicknesses and material
parameters. Due to the different layer stack of the delay-line region with the MS layer, the wave
velocity and the wavelength decrease, before returning to its original velocity and wavelength at
the receiver IDT. Applying a magnetic field changes the effective mechanical stiffness of the MS
material via the delta-E effect [12–15]. This results in a change of the wave velocity and thereby in a
magnetic field dependent phase change ∆ϕ as illustrated in Figure 1. From the phase change ∆ϕ the
magnetic-field strength can be calculated. Besides other SAW sensors [5–7,16–18], the delta-E effect is
used for magnetic-field sensing with magnetoelectric composite resonators operating in bending or
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bulk modes [19–22]. In contrast to such sensors, the sensitivity of Love-wave magnetic-field sensors
is expected to benefit from shear-resonance, as the elastic modulus change of the magnetostrictive
material was reported to be largest for shear stress [14]. A focus of current research is to maximize
the sensitivity, which is essential to overcome thermal phase noise, thus allowing measurements
of small amplitude magnetic fields. An increase in sensitivity can be achieved, e.g., with smaller
wavelengths by adjusting the sensor geometry. With decreased wavelength and thus increased
frequency, the wave energy concentrates further at the surface. By this, higher energies within the MS
layer result in increased sensitivity, as the influence on the wave velocity of a magnetically induced
elastic modulus change is increased. Because changing the sensor geometry implies production of
new sensor types, modifications of existing sensors in terms of excitation is beneficial to increase the
sensitivity. Higher harmonics can be used to excite waves with smaller wavelengths resulting in an
increase in velocity variation [23]. As the sensitivity rises with decreased wavelength and increased
frequency, an alternative approach is to investigate higher order Love-modes, optionally combined with
multi-mode operation, to maximize the sensor sensitivity. In the present study, we analyze whether
the use of higher order Love-modes increases the sensitivity and if multi-mode operation is possible
with this approach. Here, we experimentally demonstrate magnetic-field sensor operation in the
fundamental (0th order) mode and in the 1st order mode of a single sensor device and investigate the
respective sensitivities. Furthermore, we compare the experimental results to finite-element-method
(FEM) simulations of the 0th, 1st, and 2nd order mode. The results are of high importance for the
development of SAW sensors for multi-mode operation.Version June 8, 2020 submitted to Sensors 2 of 16
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Figure 1. (a) Sensor schematic of a SAW based magnetic field delay line sensor and photograph of
fabricated sensor including the materials of the different layers and important design parameters.
Microscope image and schematic overview of the interdigital transducer (IDT) structure (b) for a
28 µm pitch with double-finger electrodes and (c) for a 12 µm pitch with single-finger electrodes. The
experimental data in this study is based on the 12 µm IDT pitch design. The 28 µm design is included
for comparison and described in more detail in [5].
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Figure 1. (a) Sensor schematic of a SAW-based magnetic-field delay-line sensor and photograph of
fabricated sensor including the materials of the different layers and important design parameters.
Microscope image and schematic overview of the interdigital transducer (IDT) structure (b) for a
28 µm pitch with double-finger electrodes and (c) for a 12 µm pitch with single-finger electrodes.
The experimental data in this study is based on the 12 µm IDT pitch design. The 28 µm design is
included for comparison and described in more detail in [5].
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2. Experimental Data

For sensor fabrication, first interdigital transducer (IDT) electrodes are structured by ion-beam
etching on a 500 µm ST-cut quartz substrate. The electrodes consist of 300 nm Au with 12 nm Cr
adhesion layer to the substrate and to the guiding layer on top and are deposited via magnetron
sputtering onto the quartz substrate. The sputter deposition rate is determined for all layers prior final
sensor fabrication by profilometry. The IDT electrodes have 25 pairs in a single-finger structure with a
periodicity of 12 µm and a finger width of 3 µm. For comparison, IDTs with 25 pairs of double-finger
electrodes with a periodicity of 28 µm are used. Apart from the IDT structure, the fabrication process
of the sensors is identical. The propagation direction is aligned orthogonal to the x-axis of the ST-cut
quartz wafer for shear-wave excitation. A 4.5 µm thick SiO2 guiding layer is deposited with a PECVD
process covering the IDT electrodes. Finally, a 200 nm (Fe90Co10)78Si12B10 (FeCoSiB) magnetostrictive
layer is deposited by magnetron sputtering from a single target with composition of (Fe90Co10)78Si12B10

and structured using a lift-off process [24] to yield the geometry shown in Figure 1. To promote
adhesion and prevent oxidation, 10 nm Ta layers on both sides of the FeCoSiB layer were deposited.
During deposition, a magnetic field is applied along the y-axis to saturate the film and introduce an
easy axis of magnetization [11]. The total stack thicknesses for IDTs and MS layer (Cr/Au/Cr and
Ta/FeCoSiB/Ta) are controlled by profilometer after structuring. The IDT pitch is chosen supporting
the fundamental Love-wave mode and the 1st order mode in the guiding layer with 4.5 µm thickness.
This permits excitation of both modes in the same device, while keeping all other material and
geometry parameters the same. To achieve this, the IDT pitch and thus the wavelength need to be
chosen sufficiently small to enable the wave guide to support higher order Love-wave modes. Hence,
the smallest IDT pitch according to the manufacturing limits p = 4 µm was chosen and the presence of
the 1st mode for this was verified using the 2.5D FEM model described in Section 3.

For the determination of the magnetically induced phase shift, the sensor is placed in a
homogeneous magnetic field of a solenoid, which in turn is placed in a magnetic-field shielding
mu-metal cylinder ZG1 (Aaronia AG) to avoid significant offsets due to the earth’s magnetic field.
The calibrated solenoid is driven by a programmable current source (KEPCO BOP20-10ML) to
successively generate magnetic flux densities Bbias between negative and positive saturation. Due to
the expected hysteresis of the magnetic material, the measurement is performed for increasing ambient
fields from −5 mT to 5 mT and vice versa. The static phase response of the sensor is determined with a
lock-in amplifier UHFLI (Zurich Instruments) at a sensor input power of 0 dBm. The resulting phase
responses are shown in Figure 2, in which blue lines correspond to a change of the magnetic flux
density from negative to positive values and red lines from positive to negative values. Due to the
significant group delay of the sensor > 1 µs, a single-frequency measurement of the phase leads to
an ambiguity of n · 2π. Therefore, the depicted phase responses (Figure 2) are each normalized to the
value in magnetic saturation. The measured phase shift results from the delta-E effect, dominated here
by the change of the shear modulus. The bias field dependent sensitivity S is given by the derivative of
the measured phase change (Figure 2). The fundamental mode is at 263 MHz, exhibiting a maximum
sensitivity of 1250 °/mT at a bias field of 0.6 mT. The 1st order mode is at 352 MHz and has a much
lower maximum sensitivity of only 45 °/mT at a bias field of 0.7 mT. To explain this strong reduction
in sensitivity, finite-element-method (FEM) simulations were carried out.
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Figure 2. Experimental phase change and sensitivity derived from phase change for 0th and 1st order
mode of a delay-line SAW sensor with IDT pitch p = 12 µm, guiding layer thickness hGL = 4.5 µm
and magnetostrictive layer thickness hMS = 200 nm. The arrow marks represent the direction of the
magnetization process starting from a magnetically saturated state. The phase of the sensor in the
magnetically saturated state is chosen as phase reference for the measurement.

The sensitivity of the fundamental mode measured here is only outperformed by the sensors
described by Schell et al. [11] with 2000 °/mT using a magnetic anisotropy controlled magnetostrictive
layer or sensors with higher MS layer thicknesses [24]. Potentially, using these more enhanced layers,
the overall sensitivity of the sensor geometry in this study could even surpass the one described there
due to its enhanced magnetic sensitivity. In the literature, various sensor types with lower performance
have been described. Ganguly et al. [25] and Robbins and Simpson [26] started the development of
SAW-based magnetically tunable phase shifters and did not provide a sensitivity value. To be able to
classify their devices anyway, the sensitivities of up to 5 °/mT were extracted from the phase responses.
Forester et al. [9] reported an enhanced SAW device with to 240 °/mT (value extracted from phase
response), while Li et al. [27] describe the performance by giving the maximum phase change of 0.64 %
and Yokokawa et al. [4] mention a phase shift normalized to the delay-line length of 1500 °/cm. With
6944 °/cm, the sensitivity of the sensors described here is significantly higher using a delay-line length
of 1.8 mm. Hanna [16] and Wang et al. [28] describe the limit of detection (LOD) of their sensors to
be 1 µT and 140 nT, respectively. As only the sensor dimension and the frequency is changed and the
same layer thicknesses and material deposition processes were used, the sensor investigated here
with p = 12 µm can be expected to have a similar LOD than the sensor described in a previous study
with 250 pT/

√
Hz at 10 Hz [5]. Nevertheless, the main problem remains that the comparison of these

sensors using different surface waves, materials, geometries and ambiguous specifications of the
sensor performance is difficult. However, within this study, the sensitivity measured in °/mT is used
for comparison, as this value can be specified for the measurement, as well as for our FEM simulations.

For completeness, the limit of detection results from this sensor are shown in Figure A2 in the
Appendix C, as the focus of this study is based on sensitivities. The fundamental mode reaches an
LOD of 700 pT/

√
Hz and the first mode 3 nT/

√
Hz both at 10 Hz.

As the noise increases with the sensitivity due to the magnetic layer properties (see Appendix C),
an LOD-improvement of the sensors described here was not observed. However, the improvement of
the sensor sensitivity will be beneficial for the development of future sensors with more sophisticated
magnetic layers.
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3. FEM Modelling

For FEM simulations, 1D and 2.5D unit cell models were implemented as described in [29] and
solved using Comsol Multiphysics®. For the 1D model, the geometry of the device is reduced to a stack
of layers with different thicknesses assuming isotropic material parameters. By this, the displacement
u1 in x-direction is only z-dependent and is described by

u1(k, z, ω) = U(k, z, ω)ei(ky−ωt) (1)

with the wave vector k, the time t and the angular frequency ω. After transformations and substitutions,
the differential equation for Love-waves [30] is obtained:

d
dz

[
G(z)

dU
dz

]
=
[
k2G(z)−ω2ρ(z)

]
U(k, z, ω). (2)

with the shear modulus G and the density ρ. This equation is solved using a partial differential
equation interface in Comsol Multiphysics®with the following boundary conditions: The bottom
interface is clamped (displacement u1 = 0) and the top interface is a free surface (stress T13 = 0). At the
layer interfaces, continuity of displacement and stress is required. The stress component T13 must be
continuous at the interfaces of the different layers, which is executed automatically by the program.

The 2.5D simulation solves the 3-dimensional problem assuming that the stress and strain
distributions do not depend on the x-coordinate and no stress in x-direction, using a so-called
plain-strain conditions. As the width of our device is large compared to the wavelength,
these conditions can be assumed. In y-direction periodic boundary conditions are used. The 2.5D model
reduces the amount of mesh knots and therefore the computational time significantly in contrast to a full
3D model. The used material parameters for both models are described in Appendix A and the delta-E
effect is represented by a linear approximation at the sensor operating point. A linear approximation of
the delta-E effect was considered, because the targeted magnetic fields are significantly low and thus,
a small signal approximation is suitable. While the 1D model only considers different layer thickness
using isotropic material parameters, the 2.5D model additionally includes the IDT structure as shown
in Figure 3d and uses anisotropic material parameters to obtain more realistic results.

The simulation setup consists of an ST-cut quartz substrate with a thickness of hsub = 200 µm,
a guiding layer of varying thickness hGL and a magnetostrictive layer with a thickness of hMS = 200 nm.
The electrode thickness hel is 300 nm. The wave is excited using single-finger IDTs at the top of the
substrate by applying an electric potential.

3.1. Mode Profile

The mode profiles showing the amplitude of the displacement for all positions z in the layer are
evaluated for IDT pitches of 12 µm and 28 µm. The IDT pitch corresponds to the mode wavelength.
Figure 3a,b show the displacement profiles in the x-direction for 0th and 1st order Love-wave modes
propagating along the y-direction for a pitch of 12 µm obtained with the 2.5D model. From the graphs,
the displacement profiles shown in Figure 3c are extracted. For comparison, the fundamental mode
for a pitch of 28 µm is additionally shown. Only the top 200 nm region consists of magnetostrictive
material, while the guiding layer has a thickness of 18 µm in Figure 3. This guiding layer thickness
was chosen for better visibility of the wave concentration effect.

Of the three modes, the 0th mode at p = 12 µm has the highest concentration at the surface,
because the largest fraction of the area between the displacement graph and the zero line is localized
in the MS layer. For the 1st order mode at 332 MHz, a large part of the displacement is in the guiding
layer and not only at the surface. Thus, a significantly reduced sensitivity is expected already from this
qualitative analysis.
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Figure 3. Normalized displacement of a delay-line SAW device with λ = 12 µm and hGL = 4.5 µm
for the (a) 0th mode and (b) 1st mode calculated using a frequency domain study. (c) Mode profile of
Love-waves at different wavelengths with a 500 µm thick quartz substrate for z < 0 and a 18 µm thick
guiding layer above z = 0. Schematic simulation setup of the unit cell for the excitation region (d) and
the delay-line region (e). With a width of p, substrate thickness hsub, guiding layer thickness hGL,
electrode thickness hel, magnetostrictive layer thickness hMS and the interdigital transducers (IDTs).

3.2. Two-Part Simulation

Since the Love-wave is generated at the IDT without a magnetostrictive layer on top before
propagating through the delay line, the simulation must take into account the altered layer structure
with the magnetostrictive layer. This is done by dividing the simulation into two parts: the wave
excitation and propagation. Neglecting the changed layer structure by using the same wavelength for
both simulations parts, with and without an MS layer, respectively, would lead to a drastic frequency
shift and thus, distort sensitivity results. The frequency of a sensor with hGL = 4.5 µm is, e.g., reduced
from 329 MHz without an MS layer to 300 MHz with an MS layer of 200 nm thickness. To avoid the
influence of this effect on the sensitivity, we implemented the two-part study.

In the excitation region (Figure 3d), the wavelength is given by the IDT pitch, as the waves are
constructively interfering with a periodicity of p. The resonance frequency is given by the different
layer thicknesses and their properties. Hence, the first part calculates the mode frequency for the given
guiding layer thickness without an MS layer, but with IDTs to address the wave’s excitation at the IDT
structure. This is achieved by a frequency sweep using a frequency domain study and the 2.5D model.
The resonance frequency is identified, where the displacement of the Love-wave is maximized.

After the excitation, the wave is propagating through the delay line with an MS layer on top
and without IDTs (Figure 3e). This change in the layer stack leads to an altered wavelength of the
Love-wave. Since the frequency of the wave cannot change after excitation, it is set to the resonance
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frequency of the first part. Hence, the second part uses the excitation frequency from the first part to
calculate the influence of the changed layer stack. Using unit cell models, this is only possible using a
sweep, until the unit cell width fits to the mode’s wavelength at that given frequency. In particular,
a frequency domain study is carried out for unit cell widths near the expected wavelength and the
resonance wavelength is identified at the point of maximum displacement.

3.3. 1D vs. 2.5D

For model verification, we compared the 1D and 2.5D results. The 1D model uses isotropic material
parameters. Therefore, we used an isotropic material tensor for the 2.5D simulation. This enables
a comparison of the models using the same material parameters. For comparison, the resonance
frequency from the 1D model is used in the 2.5D model. Comparing the 1D model with the 2.5D
model with isotropic material parameters, reveals a deviation between the two models of < 0.2 %
for our parameter sets (results exemplary shown for p = 12 µm and hGL = 18 µm for the 0th and 1st
order mode, Table 1). Comparing the 2.5D model with isotropic material parameters with the same
model with anisotropic material parameters, there is a deviation < 2 %. The wavelength as well as
the wave velocity are clearly reduced, as the wave is not at the IDT resonance wavelength. At the
resonance frequency of 295 MHz, the wavelength reaches approximately 12 µm, again. The anisotropic
material parameters used in the 2.5D model cause a frequency shift in the resonance frequency and
there are other strain components than the targeted shear component εyx caused by the anisotropy of
the material parameters (Figure 4).

Table 1. Comparison of results from 1D and 2.5D model with isotropic parameters, 2.5D model with
anisotropic parameters for p = 12 µm and hGL = 18 µm for the 0th and 1st order mode.

0th 1st

p/µm f /MHz v/m/s p/µm f /MHz v/m/s

1D isotropic 12.000 304.1 3648.0 12.000 336.7 4040.0
2.5D isotropic 12.012 304.1 3652.8 12.019 336.7 4046.8
2.5D anisotropic 11.682 304.1 3552.5 11.826 336.7 3981.8
2.5D anisotropic resonant 12.022 295.0 3546.5 11.995 332.0 3982.3
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Figure 4. Comparison of strain tensor components of a SAW sensor at the first mode with 18 µm
guiding layer thickness and substrate for z < 0. The components are normalized to the maximum
of the main shear component εyx. The magnitude of the components εzx and εxx are shown on the
right axis.
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4. Sensitivity Calculation

With the use of the FEM models, the influence of the concentration of the energy at the surface
on the sensitivity is investigated. In a previous study, we showed that the sensitivity S of the present
SAW sensors can be separated into three parts: the magnetic sensitivity Smag, the structural sensitivity
Sstr and the geometrical sensitivity Sgeo [5]. The sensitivity S is calculated using Equation (3) with the
shear modulus G and the magnetic field H.

S =
∂ϕ

∂H
=

∂G
∂H
· ∂v

∂G
· ∂ϕ

∂v
= Smag · Sstr · Sgeo (3)

The magnetic sensitivity Smag describes the shear modulus change for a given magnetic-field
change and depends on the magnetic properties of the material. It is also highly dependent on the bias
magnetic-field Bbias, which is chosen to get maximal shear modulus change. The structural sensitivity
Sstr describes the amount of wave velocity change per shear modulus change and depends on the
amount of wave energy propagating through the MS layer and is mainly determined by the layer
structure of the sensor. The geometric sensitivity Sgeo describes phase change per velocity change
and depends on the excitation frequency and length l of the delay line. The magnetic sensitivity Smag

is approximated by Equation (4) at the operating point of 0.6 mT. For this operating point, the bias
field Bbias was used, where the sensitivity reaches its maximum. The magnetic material properties
were obtained by an iterative fit, until the phase change derived from the measurment and the FEM
simulation using the assumed magnetic properties calculated by a micro-magnetic model [22] matched.
As this process requires several iterations and the determination of the magnetic parameters is not
trivial, this fit was carried out using the 1D and not the 2.5D model because of the faster computation
time. The magnetic sensitivity at the operating point with the two shear moduli G+

MS and G−MS for a
magnetic flux density change of ∆B = 0.1 mT is given by:

Smag =
G+

MS − G−MS
∆B

=
29.8605 GPa− 26.3380 GPa

0.1 mT
= 35.225

GPa
mT

. (4)

The differential quotient of the structural sensitivity Sstr is approximated by a difference quotient:

Sstr =
∂v
∂G

=
f ∆λ

∆G
. (5)

For this, two simulations around the operating point G = 28.1 GPa are carried out. These two values
of the elasticity tensor cEH

MG of the magnetostrictive layer (surrounding the operating point) are cEH+
MG

and cEH−
MG being 0.1 mT apart from each other.

For this simulation, the frequency from the first part of the simulation was used to calculate the
wave propagation constants. The eigen-wavelength of the mode is calculated for a respective geometry
with the material parameters cEH+

MG and cEH−
MG at a given frequency.

The results of this two-stage approach are values for the wavelength and the frequency for the two
different points near the operating point. With these, the structural sensitivity is calculated using (5),
with the wave velocity v = λ f with constant f and ∆G = 29.8605 GPa− 26.3380 GPa. The wave
propagates through the delay line with the length l = 150p and according to its wave constant k,
the phase shift accumulates to ϕ = kl. With this, the geometric sensitivity is given by Equation (6).

Sgeo =
∂ϕ

∂v
=

∂kl
∂v

=
∂

∂v
2π f l

v
= −2π f l

v2 (6)

Using these equations, the overall sensitivity is calculated for different guiding layer thicknesses and
IDT pitches for the fundamental, 1st, and 2nd mode. The 2.5D simulation results are added for several
points in Figure 5, showing the sensitivity for different hGL/λ-ratios. For comparison, results from a 1D
setup with same layer thicknesses but isotropic material parameters are additionally shown. Similar to
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the 2.5D simulation described above, the 1D simulation is split into two parts as well including the
first part to determine the resonance frequency. In the second part, two simulations near the operating
point are carried out using the values G+

MS and G−MS as the shear modulus of the magnetostrictive layer.
In contrast to the 2.5D simulation, there are no parameter sweeps necessary to find the resonances,
as the differential equation [29] can be solved directly. The 1D results are shown as continuous lines,
since the computation time is a fraction of the 2.5D simulation.

5. Results and Discussion

The sensitivity curve for the Love-wave magnetic-field sensors at different hGL/λ-ratios is shown
in Figure 5 for p = 12 µm and p = 28 µm. The sensitivity curve starts with an axial intercept for
the 0th mode, because even with no guiding layer (hGL = 0 µm), there is still a layer of 200 nm
thick MS material. Due to the material properties this layer acts as a guiding layer itself and by this
supports Love-waves. With increasing guiding layer thickness, the sensitivity reaches a maximum.
Here, the highest part of the wave energy is at the surface. Thus, an additional guiding layer improves
the performance. With even higher guiding layer thicknesses, the wave starts to concentrate within
the guiding layer and less at the surface and the sensitivity decreases.
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Figure 5. Comparison of sensitivity results for isotropic (1D) and anisotropic (2.5D) calculation for
p = 12 µm and p = 28 µm for the fundamental, first- and second-order modes. Due to the fixed
MS layer thickness, the normalized data are not entirely wavelength independent. For comparison,
the measurement results are included.

Above a cut of ratio of hGL/λ ≈ 0.5 and hGL/λ ≈ 1 the 1st and 2nd order modes are supported
and with further increasing guiding layer thickness, the sensitivity increases to a maximum similar to
the fundamental mode (Figure 5).

The overall behavior of less sensitive higher modes is similar to the one published by
Kovacs et al [31], where a Love-wave sensor with a silicon substrate and a SiO2 guiding layer was
examined. The authors described a sensor using the frequency shift due to mass absorption as detection
mechanism, which is contrary to the sensor analyzed here using an MS layer causing a phase shift.
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For the calculation, only isotropic material parameters are used and the higher 2.5D results were
not predicted.

5.1. Qualitative Results

The 0th order modes sensitivity is significantly larger than the 1st and 2nd order modes sensitivity,
as the wave is more concentrated at the surface. Figure 3 confirms this, as the displacement of the 1st
order mode at the surface is lower than the maximal displacement resulting in an reduced influence of
the MS layer to the wave propagation. Hence, the sensitivity is reduced.

The curve shapes of the 1D and 2.5D simulation results are similar, but with an offset. The overall
shape of both the 1D and 2.5D simulations indicates a maximum near hGL/λ = 0.3, hGL/λ = 0.7 and
hGL/λ = 1.5 for the fundamental, 1st and 2nd mode. Regarding the isotropic material parameters
for the 1D and 2.5D simulation, the results are in good agreement in terms of the propagation
constants. The sensitivities match with an error below 3 % according to Table 2. Consequently, the only
difference between the models is the anisotropy of the quartz substrate. The 2.5D simulation takes
more details of the materials into account and the results have a significant offset in the sensitivity. The
frequency of the 2.5D simulation with anisotropic material parameters is lower than the isotropic results.
This emphasizes the importance of using 2.5D models to get higher accuracy of SAW magnetic-field
sensors.

According to Figure 5, multi-mode operation of the fundamental, 1st, and 2nd modes is possible
and a ratio of hGL/λ = 1.5 for p = 12 µm is preferred, because all three modes have a reasonable
high sensitivity level. Regarding overall sensitivity, the choice of the operating point is not optimal,
since the fundamental mode’s sensitivity is not at its maximum. Nevertheless, it still surpasses the
maximal sensitivity of a sensor with p = 28 µm and by this facilitates multi-mode operation.

5.2. Quantitative Results

Because the 1D and the 2.5D simulation uses the same values for the magnetic sensitivity according
to Equation (4), which was fit to the 1D model, the 1D simulation results correspond better to the
experimental data than the 2.5D simulation, especially the fundamental mode.

A surprisingly strong reduction of the 1st order modes sensitivity in the measurement was
observed. The FEM simulation confirmed an overall lower performance of the higher modes, although
the experimental values were even lower. This data point for the 1st order mode is extremely close to
the cut-off ratio. Due to the steep curve near the cut-off ratio, small deviations between measurement
and simulation can cause a significant influence on the sensitivity. One effect not considered in the
simulation is the frequency dependency of the delta-E effect that might result in a slightly reduced
magnetic sensitivity in higher frequency modes according to theoretical considerations [22].

Additionally, a lower Smag due to fabrication variations, internal stress and material
inhomogeneities probably causes the lower performance of the measurement in general, as even
the fundamental modes sensitivity is lower than in the simulation. Because Smag of the sensor with
p = 28 µm was used in the simulation a difference between simulation and measurement is expected
for p = 12 µm. The magnetization curves (Figure A1) of the sensor with p = 12 µm show a significant
tilt of the mean easy axis (Figure A1a) compared to the sensor with p = 28 µm (Figure A1c) [5]. It also
exhibits a higher coercivity along the hard axis that might result from inhomogeneous magnetic
anisotropies or shape effects. Both the easy axis tilt and the inhomogeneity are expected to reduce the
delta-E effect and thereby Smag [32–34].
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Table 2. Comparison of the measured and simulated sensitivities for different wavelengths λ and
guiding layer thicknesses hGL.

0th 1st

λ/µm hGL/µm f /MHz S/°/mT f /MHz S/°/mT

28 4.5 measurement 148 740 − −
1D isotropic 162 750 − −
2.5D anisotropic 150 1600 − −

12 4.5 measurement 263 1250 352 45
1D isotropic 320 2640 420 0.6
2.5D anisotropic 304 4180 368 530

9.5 1D isotropic 306 1916 382 725
2.5D anisotropic 297 3184 368 938

18 1D isotropic 304 1574 336 453
2.5D isotropic 304 1534 336 449
2.5D anisotropic 295 3084 332 483

6. Conclusions

We investigated a Love-wave-based magnetic-field sensor operated in different modes in
experiment and simulation. Our fabricated sensor with p = 12 µm show a 250 % higher sensitivity
compared to p = 28 µm for the fundamental mode, corresponding to the prediction from [5].
The significant reduction of the first mode sensitivity is explained with the generally reduced sensitivity
of the higher modes according to Figure 5 caused by the easy axis tilt and increased mean anisotropy
(Figure A1) and in particular with this mode being close to cut-off. We also showed the necessity to
use more detailed FEM models, as the one-dimensional model does not satisfy the anisotropy of the
used materials and excitation effects due to the electrodes. This results in significant deviations, hence
this model can only be used as an approximation.

We proposed a sensor with hGL/λ = 1.5 for multi-mode operation possessing fundamental, 1st,
and 2nd order Love-wave modes with sufficient sensitivity. Although the higher-mode sensitivity
is generally reduced compared to the fundamental mode, the choice of this operating point enables
the reduction of noise and distortions using signal processing approaches with mode- instead of
time-domain averaging of the signal. Assuming an equal sensitivity of each mode, the sensitivity
increases linearly with the number of averaged modes [35]. For non-identical values, the overall
sensitivity is given by the sum of the individual sensitivities. Thus, for the proposed multi-mode
operating point, the combined sensitivity is not increasing linearly with the number of modes, but is a
result of the addition of the individual sensitivities. Since almost the entire wave energy is trapped
in the guiding layer for higher hGL, the material choice of the guiding layer is important in terms of
loss minimization.
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Appendix A. Material Parameters

Appendix A.1. For One-Dimensional Model

GQuartz = 67.50 GPa, ρQuartz = 2200 kg/m3,
GSiO2

= 33.35 GPa, ρSiO2
= 2200 kg/m3,

G+
MS = 29.8605 GPa, G−MS = 26.3380 GPa, and ρMS = 7250 kg/m3.

Appendix A.2. For 2.5D and 3D

ST-cut quartz (SiO2) rotated from [36]:

cEH
Quartz =




86.74 27.49 −8.60 1.05 0.00 0.00
27.49 96.64 −4.81 13.44 0.00 0.00
−8.60 −4.81 130.74 −1.84 0.00 0.00
1.05 13.44 −1.84 41.22 0.00 0.00
0.00 0.00 0.00 0.00 30.35 7.58
0.00 0.00 0.00 0.00 7.58 67.50




GPa,

eQuartz =




0.17 −0.04 −0.13 0.08 0.00 0.00
0.00 0.00 0.00 0.00 0.07 −0.10
0.00 0.00 0.00 0.00 −0.07 0.11


 N/Vm,

εr,Quartz =




4.43 0.00 0.00
0.00 4.54 0.10
0.00 0.10 4.52


,

ρQuartz = 2651 kg/m3.

Silica glass (SiO2) [37]:

cEH
SiO2

=




77.46 15.6 15.6 0 0 0
15.6 77.46 15.6 0 0 0
15.6 15.6 77.46 0 0 0

0 0 0 30.91 0 0
0 0 0 0 30.91 0
0 0 0 0 0 30.91




GPa,

eSiO2 =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


 N/Vm,

εr,SiO2 =




2.2 0.0 0.0
0.0 2.2 0.0
0.0 0.0 2.2


,

ρSiO2 = 2200 kg/m3.

FeCoSiB [38]:

cEH+
MG =




104.512 44.7907 44.7907 0 0 0
44.7907 104.512 44.7907 0 0 0
44.7907 44.7907 104.512 0 0 0

0 0 0 29.8605 0 0
0 0 0 0 29.8605 0
0 0 0 0 0 29.8605




GPa,
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cEH−
MG =




92.1830 39.5070 39.5070 0 0 0
39.5070 92.1830 39.5070 0 0 0
39.5070 39.5070 92.1830 0 0 0

0 0 0 26.3380 0 0
0 0 0 0 26.3380 0
0 0 0 0 0 26.3380




GPa,

eMG =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


 N/Vm,

εr,MG =




1 0 0
0 1 0
0 0 1


,

ρMG = 7250 kg/m3.

Appendix B. B-H Loops

The magnetization curve of the SAW device with p = 12 µm are measured by a hysteresis loop
tracer model 108 (Shb Instruments). The anisotropy is tilted by approximately 10° with respect to the
propagation direction. The normalized magnetization parallel to the delay line is shown in Figure A1a
and the normalized magnetization of the hard axis is depicted in Figure A1b. Figure A1c shows the
magnetization curve of a SAW device with p = 28 µm [5]. A small opening of the hysteresis curve can
be seen, which is also visible in the phase change and sensitivity curves plotted in Figure 2.
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M
/
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10° of hard axis
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−4 −2 0 2 4
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p = 12 µm p = 12 µm p = 28 µm

Figure A1. Magnetization curve of the SAW device with p = 12 µm measured by a hysteresis loop
tracer model 108 (Shb Instruments). The normalized magnetization parallel to the delay line (a) and to
the hard axis (b) are shown. (c) Shows the Magnetization curve of a SAW device with p = 28 µm [5].
The arrow marks represent the direction of the magnetization process starting from a magnetically
saturated state.

Appendix C. Limit of Detection and Phase Noise Measurements

The frequency dependent noise floor of the SAW magnetic-field sensor in units of T/
√

Hz, often
referred to as equivalent magnetic noise floor, detectivity, or limit of detection (LOD) is given by the
ratio of the square root of the power spectral density of the sensor’s random phase fluctuations in units
of rad2/Hz and the (phase) sensitivity in units of rad/T [39]. For the first two discussed modes of the
sensor under investigation the power spectral densities of the sensor’s random phase fluctuations were
measured using a phase noise analyzer FSWP (Rohde & Schwarz) at an input power of 10 dBm. During
these measurements, the sensor was placed inside an electrically, magnetically (ZG1 from Aaronia
AG), and acoustically shielded measurement chamber. For each mode, the noise measurements were
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performed twice: one measurement in the sensor’s magnetic operating point and one measurement in
magnetic saturation using a strong permanent magnet. The magnetic operating point was chosen at
Bbias = 0. Compared to maximum possible sensitivities (Figure 2), this operating point is associated
with only slightly reduced values for the sensitivities but offers the great advantage that during noise
measurements, no additional, and with regard to its additional noise extremely critical, current source is
required to generate the magnetic bias flux density. To ensure a largely comparable magnetic operating
point for both modes, the sensor was magnetically initialized before each measurement. Using a coil
surrounding the sensor and a current source (B2962A from Keysight), the magnetic bias flux density
was gradually increased from −10 mT to 0 mT over a period of about 15 s. Subsequently, the current
source was switched off before the actual noise measurement was performed. Due to high mismatch
losses and corresponding high insertion losses of about 55 dB to 65 dB, two amplifiers (ZFL-1000LN+
from Mini-Circuits) with a total gain of 50 dB were additionally connected between the sensor and
the input of the phase noise analyzer. Contrary to the determined sensitivities based on numerically
differentiating the static phase responses (Figure 2), values for the sensitivities necessary for calculating
the LOD were re-determined in the chosen magnetic operating point of Bbias = 0 by means of a
dynamic sensitivity measurement as described in [24]. Values of 26.2 rad/mT = 1504 °/mT (0th mode)
and 0.67 rad/mT = 38.2 °/mT (1st mode) were achieved. The results of the phase noise measurements
are shown in Figure A2a. As already observed in a previous study [39], at low frequencies at which the
thermal noise, i.e., the white phase noise, is negligible the power spectral density not only progresses
proportional to 1/ f but is also higher than for the magnetically saturated device indicating a magnetic
origin for the increased noise. Recently, it was found [24] that the 1/ f flicker phase noise in the
sensor’s magnetic operating point is associated with hysteresis losses in the magnetic layer which
increase with the sensitivity. In fact, it could be shown that the magnetically induced flicker phase
noise is directly proportional to the sensitivity, leading to a LOD theoretically being independent of
the sensitivity. The determined limits of detection for both modes are depicted in Figure A2b yielding
values of 700 pT/

√
Hz (0th mode) and 3 nT/

√
Hz, each at an exemplary frequency of 10 Hz. Although

the sensitivities of both modes differ by a factor of about 39, the difference in LOD in the flicker
noise regime is only a factor of about 4.3. Even if, from a theoretical point of view, an identical LOD
could have been expected in principle, the discrepancy can be easily explained. The hysteresis losses,
represented by the imaginary part of the magnetic material’s complex permeability, generally increase
with higher excitation frequencies approaching ferromagnetic resonance [40–42], thus leading to a
worse flicker phase noise-to-sensitivity ratio in the higher frequency 1st mode.
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Figure A2. (a) Measured power spectral densities of random phase fluctuations in the magnetic
operating point (continuous lines) and in magnetic saturation (dashed line) of the sensor with
p = 12 µm for fundamental and first-order mode. (b) Calculated limit of detection for both modes.
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a  b  s  t  r  a  c  t

Superparamagnetic  iron  oxide  nanoparticles  (SPIONs)  are  an important  tool  for  labeling  cells  and  tissues
in many  therapeutic  and  diagnostic  applications,  such  as  magnetic  resonance  imaging  (MRI)  and  magnetic
particle  imaging  (MPI).  However,  these  methods  require  large  and  expensive  instrumentation.  Here we
show that  our  magnetic  susceptibility  particle  mapping  (MSPM)  system  can  achieve  the  detection  of
magnetic  nanoparticles  in an  inexpensive  and  small  device.  The  system  is based  on  magnetoelectric  (ME)
sensors  utilizing  the �E  effect  in  combination  with  a  permanent  magnet  that  is generating  a bias  field
for  the  sensor  and  at  the same  time  is  magnetizing  the  SPIONs  in the  sample.  The  permanent  magnet  is
placed  above  the  sensor,  and  the  sample  is rotated  through  the  gap in  between.  The  magnetized  SPIONs
in  the  sample  generate  an  additional  magnetic  field  that  can  be detected  by the ME  sensor.  The  clear
novelty  of  our  approach  is  the  use of  a  rotating  sample,  generating  a periodic  signal,  which  enables  an
easy  separation  of  the  desired  signal  from  the  background  signal  and  the  possibility  to compensate  drift,
which  is  commonly  observed  in ME  sensor  measurements.  With  this  improvement  and  the  use  of  a  ME
sensor  that is  sensitive  for  low  frequencies  the  setup  is  able  to  measure  significantly  smaller  amounts
of  magnetic  nanoparticles  than  previous  approaches  described  in the  literature  and  we  are  even  able  to
reconstruct  2D  nanoparticle  distributions.  The  noise  floor,  also  referred  to as  limit  of detection  (LOD),
of  this  measurement  system  is around  500  pT/(Hz)1/2.  The  detection  threshold  of  our  MSPM  system  is
20  �g SPIONs  in  a volume  of 200 mm3 and  the spatial  resolution  is  in  the  range  of a  few  mm.  The  spatial
resolution  is determined  by reconstructing  the particle  distribution  in the  sample  layer  by  solving  the
inverse  problem.  To demonstrate  the  feasibility  of the  method  for  detecting  living cells,  we measured
the  field  distribution  originating  from  SPION-labeled  fibroblast  cells  in  an  alginate-gelatin  matrix,  thus
demonstrating  the potential  of  our  method  for biomaterial  applications.

©  2020  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Superparamagnetic iron oxide nanoparticles (SPIONs) are
highly relevant for many biological and medical applications. They
are used for magnetic tumor targeting [1], for fighting cancer by
hyperthermia [2], and for the intraoperative detection of sentinel

Abbreviations: ME sensor, magnetoelectric sensor; SPION, superparamagnetic
iron oxide nanoparticle; MRI, magnetic resonance imaging; MRT, magnetic res-
onance tomography; MPI, magnetic particle imaging; MPM,  magnetical particle
mapping; LOD, limit of detection; DC, direct current; AC, alternating current; S,
sensitivity; ASD, amplitude spectral density; VSM, vibrating sample magnetometer.

∗ Corresponding author.
E-mail address: cse@tf.uni-kiel.de (C. Selhuber-Unkel).

lymph nodes [3,4]. In magnetic resonance tomography (MRT) they
serve as contrast agent [5] and their distribution can be directly
imaged in 3D by magnetic particle imaging (MPI) [6]. SPIONs are
ideally suited for imaging applications because of their high sus-
ceptibility at small magnetic fields and nonlinear magnetization in
combination with the absence of a remanence field resulting in low
particle-particle interactions. Therefore, the particles react directly
and independently on the external magnetic field generating a
magnetic signal. These properties and the facts that the magnetic
signal generated by the human body does not show harmonic com-
ponents and is very small compared to the signal generated by the
SPIONs, make SPIONs ideally suited as contrast agents in magnetic
imaging techniques [7].

https://doi.org/10.1016/j.sna.2020.112023
0924-4247/© 2020 Elsevier B.V. All rights reserved.
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Here we present a novel method to map  superparamagnetic
nanoparticles that is based on the alignment of magnetic moments
by moving the sample through the field of a permanent magnet.
This results in a motion-modulated field at the sensor position
showing spectral components at multiples of the rotation fre-
quency. In contrast to a previous study on the direct measurement
of DC magnetic fields with ME  sensors [8], we employ a ME  sensor
and utilize the �E  effect for sensing the motion modulated field,
which in turn leads to a tremendous improvement of the LOD. Other
magnetic particle imaging methods, such as MPI  [6,9] and magnetic
particle mapping (MPM)  [10], require technically demanding sin-
gle frequency AC fields to excite signals at higher harmonics for
deriving information on the magnetic properties of the sample. A
drawback of these methods is that a strong signal is generated by
the sample at the excitation frequency. Due to the superposition
of the sample and excitation signal, deciphering the information
received at this frequency is not straightforward and the signal
component sampled at the excitation frequency is therefore nor-
mally suppressed by filtering.

We  therefore introduce Magnetic Susceptibility Particle Map-
ping (MSPM), which employs a permanent magnet that provides
the bias field for a �E-effect sensor (Fig. 1a) [11,12] and a rotating
sample that is magnetized by this magnet, resulting in a motion-
modulated magnetic field at the sensor position. The magnetic field
at the sample position magnetizes the sample by aligning the mag-
netic moment of the particles dependent on the magnetic field
strength. This magnetic moment m is linked to the magnetization
M by M = m/V, where V is the Volume. Accordingly, the alignment of
magnetic moments can also be described as a change in the mag-
netization due to the field-dependent susceptibility of the SPIONs.
The resulting additional field generated by the SPIONs in the sam-
ple is recorded with a �E-effect sensor. Besides a characterization
of the sensitivity and resolution of MSPM,  we also demonstrate that
our method is able to detect magnetically labeled cells embedded
in an alginate-gelatin hydrogel.

The strength of the sample-generated signal depends on the
field-dependent susceptibility of the particles and on the position
of the sample in the gap between the permanent magnet and the
sensor. Two counteracting processes govern the sample position
dependent signal: On the one hand, the absolute strength of the
magnetic field and consequently the magnetic moment of the SPI-
ONs (Fig. 1b, orange curve) decreases with decreasing distance of
sample and sensor as the sample to magnet distance increases. On
the other hand, the sample is at the same time closer to the sensor,
which in turn results in an increase of the signal generated by the
magnetic moments of the sample (Fig. 1b, blue curve). From this
blue curve it is clearly visible that the signal is increasing when
the distance between sample and sensor is decreased. Therefore, it
would be ideal to place the sample as close to the sensor as possi-
ble. Mainly due to the wiring of the sensor and the thickness of the
sample holder the smallest distance that can be chosen is 8 mm.
We therefore use this distance for all measurements shown in this
work.

For detecting the magnetic field generated by the SPIONs we
use a thin-film magnetoelectric (ME) sensor as depicted in Fig. 2a.
The working principle of ME  sensors in general is based on the cou-
pling of a magnetostrictive and a piezoelectric layer on a cantilever.
The cantilever (length: 3 mm,  width: 1 mm,  thickness: 0.05 mm)  is
made of 50 �m poly-silicon, where the bottom side is coated with
a 2 �m thick soft-magnetic magnetostrictive layer (FeCoSiB, easy
axis perpendicular to the long axis of the cantilever) and the upper
side is coated with a 2 �m thick AlN layer as piezoelectric material
[13].

In this work, the ME  sensor is operated as �E-effect sensor. The
LOD of this �E-effect sensor in a magnetically shielded chamber
is about 500 pT/(Hz)1/2 at 10 Hz and the noise sources for these

ME  sensors are well-understood [14,15]. The �E effect describes
the change of the effective elastic modulus that occurs upon mag-
netization of a magnetostrictive material [16]. It results from an
additional, stress-induced magnetostrictive strain that adds up to
the mechanical strain. The ME  sensor is operated as �E-effect sen-
sor by applying an AC voltage Aex near the mechanical resonance
frequency fres to the piezoelectric layer. Depending on the electrode
design and its excitation frequency, the sensor can be operated
in different resonance modes. Here we  excite the second bending
mode with an adapted electrode design [12]. Due to the anisotropy
of the sensitivity, only the projected field parallel to the long axis
of the cantilever changes the resonance frequency.

The resonance frequency of the sensor as a function of an exter-
nal magnetic bias field is shown in Fig. 2b. Magnetic field induced
changes in the resonance frequency alter the admittance Ys of the
sensor and can be determined by measuring the current through
the electro-mechanical sensor. From the dashed line in Fig. 2b it
is obvious that the gradient dfres/dB at B = 0 is small. This gradient
is called magnetic sensitivity and determines the sensitivity of the
sensor together with the electrical sensitivity (d|Y|/dfres). Therefore,
it is important to use a bias field for shifting the operating point of
the sensor to a region of maximum magnetic sensitivity. This is one
of the tasks of the permanent magnet in our setup, where the opti-
mum  bias field is reached by adjusting the distance between the
permanent magnet and the sensor (Fig. 2b). In our setup, the dis-
tance was adjusted such that a region of the highest sensitivity is
around zero field originating from the sample position.

Determining the ideal operating frequency and amplitude of the
detection system is achieved by measuring the output voltage of
the sensor at different excitation amplitudes and frequencies in a
known magnetic field. The calibrated sinusoidal field has an ampli-
tude of 1.4 �T at a frequency of 2.5 Hz. Sensitivity values and the
amplitude spectral density (ASD) of the noise floor at 2.5 Hz mea-
sured in an unshielded environment are shown in Fig. 2c. The best
sensitivity (S) for this sensor is reached at an excitation amplitude
of Aex = 1.4 V and at an excitation frequency of fex =45.895 kHz. The
sensitivity at these excitation parameters is S = 12.3 mV/�T and the
ASD of the noise floor is ASD = 5.5 �V/(Hz)1/2. The resulting limit of
detection (LOD = ASD/S) is 448 pT/(Hz)1/2 at 2.5 Hz.

The MSPM setup is shown in Fig. 2d. When rotating a SPION-
containing tube through the 21 mm wide gap between the
permanent magnet and the electrically shielded sensor at a rotation
frequency of 2.5 Hz, the field generated by the magnetized sample
is acquired (Fig. 2e). The rotation speed of 2.5 Hz is used for all
measurements in this work. A slow rotation speed is advantageous
as centrifugal forces on the sample are reduced and a signal with
low frequency components at multiples of the rotation frequency
is generated. This is favorable due to the sensor’s limited band-
width of approximately 40 Hz. As the acquired signal is periodic
with one rotation the signals from different rotations can be aver-
aged to reduce the drift in the signal that is commonly observed in
measurements with ME  sensors.

For the envisaged reconstruction of SPION distributions from
the measured field profile, it is important to acquire the field dis-
tribution in a 2D plane parallel to the sample. The distance between
the bottom of the sample and the sensor is about 8 mm for all mea-
surements in this paper. 2D measurements of the field distribution
are accomplished by radially moving the sensor. Depending on the
radial extension of the sample and the acquisition time needed for
one measurement at a single radius, the full sample area is scanned
within several minutes. Due to the lack of 3D information in the
system matrix of the current setup (see section “modelling and
reconstruction”) it is not possible to gain a 3D distribution of the
particles in the sample. Due to the lack of 3D information the recon-
struction is currently limited to 2D where we  get the projection of
the 3D particle distribution onto the layer of the sample holder.
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Fig. 1. (a) Working principle of Magnetic Susceptibility Particle Mapping (MSPM). The sample is moved through the gap in between the permanent magnet and the sensor.
Magnetic moments are aligned in the field of a permanent magnet and generate an additional magnetic field at the sensor position (red field line). In this work the sample is
positioned 8 mm above the sensor. At the sample position the magnetic field has a strength of approximately 6 mT and 1.6 mT at the sensor position. (b) Magnetic moment
of  a sample in the field of the permanent magnet at different distances to the sensor derived from a VSM curve (see supplementary information). The magnetic moment
generates a magnetic field at the sensor position. This field is increasing with decreasing the distance between sample and sensor. (For interpretation of the references to
colour  in the text and figure legend, the reader is referred to the web  version of this article.)

Fig. 2. (a) Image of �E-effect sensor (top) and a sketch of the layer stack (bottom). (b) Magnetic field dependent change in the resonance frequency. The curve is shifted by
placing a permanent magnet at a distance of 21 mm from the sensor, thus providing a bias field of 1.6 m T to operate the sensor at maximum magnetic sensitivity (highest
slope).  (c) Excitation parameter dependent noise floor (top) and overall sensitivity (bottom). (d) Setup for measuring distributions of SPIONs in the field of a permanent
magnet with a �E-effect sensor. By rotating the sample (tube filled with SPIONs) between the permanent magnet and the sensor and by varying the radial position of the
sensor, the field distribution (e) generated by the magnetized sample shown in (d) can be measured.

2. Experimental

2.1. Detection limit

The sensor’s output signal and thus the acquired signal is modu-
lated by the moving magnetic sample in both amplitude and phase.

Reconstruction of the sample signal is achieved with a quadra-
ture detector in the digital domain where we here only use the
amplitude information (see Materials and Methods in the sup-
plementary). Fig. 2e shows the measured 2D field distribution of
samples containing SPIONs (fluidMAG-CT, Ø 100 nm, Chemicell,
Berlin). This particle type is used for all measurements in this work.
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Fig. 3. (a) Tubes containing different amounts of SPIONs diluted in 200 �L water. (b) Angular position dependent signal at the radius where the center of the sample is
located.  The sample signal measured at a rotation speed of 2.5 Hz is overlaid by a position dependent oscillating background signal. (c) Maximum field amplitude measured
for  different iron contents. The signal is linearly increasing with increasing SPION mass. The inset shows a magnification for small SPION mass in the range between 5 and
150  �g.

The performance of the sensor setup is determined by measur-
ing the magnetic signal originating from different concentrations
of SPIONs (Fig. 3a). The lowest detectable iron content is at 20 �g
(Fig. 3b). Due to the correlation in the background signal of single
measurements, which are clearly depending on rotation angle, we
expect the motor to be the origin of this signal. The amplitude of
this background signal, which is limiting the performance in the
current setup, is about 5 nT. Fig. 3c shows the maximum field mea-
sured by the sensor as a function of iron content in the sample. As
expected, there is a linear relationship between the iron content
and the measured signal.

2.2. Modelling and reconstruction

In general, the field distribution measured by the sensor can be
explained via the superposition of magnetic fields originating from
the magnetic dipoles that are aligned in the field of the permanent
magnet. The degree of alignment, i.e. the magnetization is depen-
dent on the magnetic field at the position of the sample and can
be measured by VSM, resulting in a relation between the applied
field and the magnetic moment as shown in the supplementary. A
dipole at the origin generates a magnetic field BD(r) at the position
r. The size of the magnetic field can be calculated by

BD (r) = �0

4�

⎛
⎝

3r̂
(
m · r̂

)
− m

r3

⎞
⎠ (1)

here, �0 is the vacuum permeability, r̂ is the unit vector in the
direction of r and m is the magnetic moment.

With this in mind, we  also calculated the expected field distri-
bution of a typical sample by solving the forward problem. In a first
step, the source geometry is defined by approximating the flask as
a cylinder with a height of 15 mm,  a diameter of 4 mm and a mass of
5 mg SPIONs homogeneously distributed inside this cylinder. This
volume is discretized into voxels of 1 mm3 size (Fig. 4a). For one
radial position of the sensor and one angular position of the sample,
the contribution from all voxels to the field at the sensor position
is summed up. The contribution of a single voxel is determined by
calculating the field from the permanent magnet at the voxel posi-
tion causing a magnetic moment inside this voxel. According to Eq.
1, this magnetic moment generates a magnetic field at the sensor

position. Subsequently this calculation is performed for all angular
positions between 0◦ and 360◦ of the sample.

Due to the filter characteristics of the sensor, the field calculated
for a sample in the above described manner is not equal to the
measured signal for this sample. The filter characteristics of the
sensor can be described approximately with a first order Bessel
filter [17]. By applying a Bessel filter to the calculated symmetric
field shown in Fig. 4b we  get the red curve shown in Fig. 4c.

To validate this simulation the symmetric field from Fig. 4b is
generated in a Helmholtz coil setup. The coils create a temporally
varying magnetic signal at the sensor position. The sensor recog-
nizes this field as shown in Fig. 4c, blue curve. The measured signal
is very similar but not equal to the simulated one, showing that the
Bessel filter is just an approximation here. The asymmetric shape
of the curves in Fig. 4c is the result of the filter characteristics of
the sensor. Therefore, the temporal signal measured by the sensor
is independent of the direction of rotation. But when the temporal
signal is transferred to the angular position the signal is mirrored
resulting in a higher peak at the higher angular position.

The filter characteristics of the sensor is needed to account for
the transient motion influence on the measured data. To get an
accurate representation of the corresponding magnetic field of the
SPIONs distribution, an inverse filter needs to be applied to the mea-
sured signal. After this, we can compute the system matrix (spatial
transfer function) by describing the individual matrix coefficients
Aij . They relate the magnetic field gained from the source voxel j
to the measurement position i. The coefficients in A can be thought
of as a spatial sensitivity with the dimensions magnetic field per
mass of SPIONs [T/gSPIONs] contributing to the measurement signal
via the particle mass xj stored in the magnetic source vector x. The
measured magnetic field bi at position i can thus be described as the
superposition of all magnetic fields from all voxels j, i.e. the system
is described by a system of linear equations:

Ax = b (2)

The matrix A describes a convolution via a spatial transfer
function given by the field distribution of the permanent magnet,
which determines the orientation and the strength of the magnetic
moment for all voxels. The matrix A is thus a discretized integral
operator and therefore performs a smoothing operation on the spa-
tial particle distribution x to the magnetic field b. Therefore, high
spatial frequencies in x are attenuated in b, i.e. it acts as a low pass
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Fig. 4. (a) Sample geometry and setup design for the calculation of the forward problem. Permanent magnet (green), sensor (black), sample (blue) and an exemplary voxel
(red)  at one radial position of the sensor and one angular position of the sample are shown. (b) Calculated field distribution for the situation in (a) without taking the filter
characteristics of the sensor into account. Due to the low pass filter characteristic of the sensor the shape of this calculated field is not equal to the measured field at a
rotation frequency of 2.5 Hz. (c) Comparison of the waveforms, when the calculated field is filtered with a Bessel filter (red line) and when it is generated by a coil setup and
measured with the sensor (blue line). The calculated and measured curves are in good agreement. (d) SPIONs dried in grooves with different spacing (top) and the measured
field  distributions for these arrangements (middle). Each groove contains 750 �g of SPIONs, corresponding to a magnetic moment of 10.8 �A m2 in a field of 6 m T. The red
lines  in the field distribution visualize the position of the grooves. From these measurements the particle distribution is reconstructed (bottom). (For interpretation of the
references to colour in the text and figure legend, the reader is referred to the web  version of this article.)

filter. In the inverse problem, we then have to increase the high spa-
tial frequencies, but these may  be distorted by noise, which would
lead to unphysical reconstructions of the particle distribution. This
effect would express itself by a large solution vector norm. A com-
mon  approach to solve for an appropriate particle distribution is
then to include a penalty term to the cost function for fitting, which
involves the solution norm. Here, we choose to use the Iterative
Regularization Toolbox IR Tools [18] implementation of the FISTA
[19] algorithm, which minimizes the problem

minx||Ax − b||22 s.t. x ∈ C + semiconvergence (3)

The set C describes a box constraint used here to enforce
a nonnegative particle distribution. The semiconvergence of the
algorithm gives us an appropriate solution, before converging to the
unregularized solution, which is distorted by noise. Here, we use

visual inspection of the magnetic source vector x to determinate
the iterated solution.

2.3. Spatial resolution

An important specification of each imaging system is its spatial
resolution. We  here define the 2D spatial resolution of the setup
as the distance at which two  identical spatially separated speci-
mens can be recognized as discrete objects in the reconstructed
image (Fig. 4d). The sample for the determination of the spatial
resolution consists of PMMA  slices (width: 20 mm, length: 20 mm,
height: 1 mm)  containing grooves (width: 0.5 mm,  length: 10 mm
height: 0.5 mm)  at a center to center distance of 1 mm.  The grooves
were repeatedly filled with 2 �L of fluidMAG-CT until each groove
contained approximately 750 �g of SPIONs. This corresponds to a
magnetic moment of 10.8 �A m2 at the sample position. Measure-
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Fig. 5. (a) Ref52-wt cell labeled with SPIONs on a flat surface. The SPIONs surrounding the nucleus, which is highlighted in green, are clearly visible. (b) Magnetically labeled
Ref52-wt cells inside an alginate-gelatin matrix and (c) magnetically labeled cells (approx. 1.4 × 106 cells) inside a hydrogel matrix. (d) Field distribution generated by the
sample shown in c. Although the signal is much smaller than the strong signal from 5 mg SPIONs shown in Fig. 1, the field distribution looks similar as two regions with
positive  field (yellowish) surround a region with negative field (blueish). (For interpretation of the references to colour in the figure legend, the reader is referred to the web
version  of this article.)

ments were taken for samples with groove spacing between 1 mm
and 8 mm.

Solving the inverse problem leads to the spatial distribution of
SPIONs and indicates a high content of particles at the position of
the grooves. Although the reconstruction proves the high content
of SPIONs at the sample position, an artificial accumulation of the
signal next to the samples appears. These spots are artifacts from
the reconstruction and probably result from the discretized integral
operator, which is amplifying high frequencies or approximations
in the utilized model [20].

Whereas grooves at distances of 8 and 5 mm  can be clearly sep-
arated in the reconstructed images, this is not possible for smaller
distances. Therefore, the current spatial resolution of our setup is
limited to 5 mm.

2.4. Cell measurements

An interesting application of MSPM is the determination of
the distribution of magnetically labeled cells in biomaterial scaf-
folds. Essential for this application is a successful labeling of cells
with magnetic particles that is crucial for every application that
aims at the detection of magnetically labeled cells. The internaliza-
tion capacity depends strongly on particle coating and shape [21].
Therefore we here use fluidMAG-CT SPIONs with a hydrodynamic
diameter of 100 nm,  as they are known to be well-internalized by
cells due to their coating with citric acid [22]. To show the feasibil-
ity of MSPM to detect labeled cells inside a biomaterial scaffold, an
alginate-gelatin sample was prepared. This material combination
is very common in 3D bio printing [23]. Applying our setup to this
sample reveals that the magnetic content of the sample is clearly
visible in the magnetic field distribution (Fig. 5).

Hence, MSPM can indeed be used to detect magnetically labeled
cells in biomaterial scaffolds. This is a particularly interesting appli-
cation in the context of tissue engineering, where it is important to
non-invasively monitor 3D cell growth in vitro [24,25]. Especially
for non-transparent biomaterial scaffolds it is currently a time-
consuming and destructive task to investigate cell distributions. For
example, the sample must be cut into slices before optical inves-
tigation [26], or it is critically point dried and imaged in electron
microscopy [27]. Hence, our strategy can lead to a strong improve-
ment of in situ cell monitoring in scaffolds.

2.5. Perspectives

The concept of aligning magnetic moments inside a magnetic
field has also clinical applications. Examples include the determi-
nation of the iron content in the liver by Xi et al. who used a thick
ME sensor gradiometer [28], or the detection of SPIONs in sentinel
lymph nodes with a Hall sensor, as reported by Sekino et al. [4]
Both methods have clear disadvantages for the detection of SPI-
ONs compared to MSPM:  The magnetic field in the work of Xi et al.
is in the range of 100 mT,  which is high enough to align magnetic
moments in water and thus the contrast between water and mag-
netic particles decreases. Due to this alignment, the water present
in the sample has a magnetic moment that is in the same range as
the magnetic moment of the magnetic nanoparticles. Since water is
diamagnetic the field generated by water is pointing in the opposite
direction as the field from the nanoparticles and therefore screens
the desired signal. For a detailed analysis of this context see the sup-
plementary material. In contrast to the field used by Xi et al., our
method uses much smaller external fields to reduce the screen-
ing effect of water. The Hall probe reported by Sekino et al. for
sentinel lymph node detection uses instead an external field of 0 T.
Zero field at the sensor position is often required to not saturate the
sensor. The detriment here is that the distance between sample and
sensor must be larger or more complicated arrangements of perma-
nent magnets are required to create a field-free point. In our MSPM
setup, the ideal field at the sensor position is about 1.6 mT  and the
field at the sample position is about 6 m T, thus resulting in a small
distance between sample and sensor and a good contrast between
water and SPIONs. Additionally, we  use a scanning approach with
a low limit of detection (LOD) of 500 pT/(Hz)1/2 in contrast to the
LODs reported by Xi et al. (0.99 nT/(Hz)1/2) and Sekino et al. (1 �T).

A further interesting approach to detect magnetically labeled
SPIONs with ME  sensors and magnetic modulation has been
described by Huong Giang et al. [29]. This setup has a similar
detectable minimum iron content as MSPM,  but due to our motion-
modulated approach the scanning speed in MPSM is about 4500
larger and we  are in addition able to provide a 2D reconstruction
of nanoparticle distributions.

3. Conclusion

In summary, we have developed a novel and versatile method
for detecting SPIONs by a motion-modulated susceptibility mea-
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surement that is based on a �E-effect sensor and solving of the
inverse problem. We  demonstrated that the system detects SPI-
ONs effectively down to iron contents of 20 �g in a volume of 200
mm3, and with a spatial resolution in the range of a few mm.  With
further improvements in ME  sensors, it will certainly be possible
to improve the LOD of the setup and the detectable amount of SPI-
ONs. An improvement of the spatial resolution in 2D is mandatory
to map  accurately the presence of SPIONs in biological samples.
This improvement can be achieved by placing the sample closer to
the sensor.

Furthermore, we have shown that it is possible to measure the
magnetic signal originating from magnetically labeled cells in bio-
material scaffolds. Therefore, we believe that our MSPM method
has great potential as a detection method of magnetic nanoparti-
cles, ranging from the detection of cells in 3D printed scaffolds to
clinical applications, such as tumor detection.
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Abstract: The strong strain-mediated magnetoelectric (ME) coupling found in thin-film ME
heterostructures has attracted an ever-increasing interest and enables realization of a great number of
integrated multiferroic devices, such as magnetometers, mechanical antennas, RF tunable inductors
and filters. This paper first reviews the thin-film characterization techniques for both piezoelectric
and magnetostrictive thin films, which are crucial in determining the strength of the ME coupling.
After that, the most recent progress on various integrated multiferroic devices based on thin-film ME
heterostructures are presented. In particular, rapid development of thin-film ME magnetometers has
been seen over the past few years. These ultra-sensitive magnetometers exhibit extremely low limit of
detection (sub-pT/Hz1/2) for low-frequency AC magnetic fields, making them potential candidates for
applications of medical diagnostics. Other devices reviewed in this paper include acoustically actuated
nanomechanical ME antennas with miniaturized size by 1–2 orders compared to the conventional
antenna; integrated RF tunable inductors with a wide operation frequency range; integrated RF
tunable bandpass filter with dual H- and E-field tunability. All these integrated multiferroic devices
are compact, lightweight, power-efficient, and potentially integrable with current complementary
metal oxide semiconductor (CMOS) technology, showing great promise for applications in future
biomedical, wireless communication, and reconfigurable electronic systems.

Keywords: thin film; magnetoelectric (ME) heterostructures; multiferroic devices; magnetometers;
mechanical antennas; tunable RF devices

1. Introduction

Multiferroic materials, by definition, possess at least two of the ferroic properties (ferroelectricity,
ferromagnetism, or ferroelasticity). In such materials, the interactions between the different order
parameters can lead to new effects, such as magnetoelectric (ME) effects [1–4]. According to the physical
control mechanism, ME effects are classified as two types: direct ME coupling and converse ME coupling.
By definition, direct ME coupling refers to magnetic field control of electric polarization. In contrast,
converse ME effect refers to electric field manipulation of magnetization. From the view of material
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constituents, the multiferroic ME materials can be categorized into two groups, namely single-phase
and composite materials. The single-phase multiferroic materials are natural compounds, whereas the
composites typically incorporate ferromagnetic and ferroelectric phases. The magnetoelectric responses
of single-phase multiferroic materials, such as BiFeO3, are either weak or occur at temperatures too
low for practical applications [5,6]. In contract, multiferroic composites typically exhibit very large
ME coupling (several orders of magnitude higher than that of single-phase multiferroics) above room
temperature [7]. It should be noted that neither the ferromagnetic nor ferroelectric phase has a ME
effect, but the cross elastic interaction between the phases yields a remarkable ME effect. The strong
ME coupling found in multiferroic composites proves that efficient energy conversion occurs between
the electric and magnetic fields via elastic interaction, making multiferroic ME composites promising
candidate to realize a wide variety of devices such as magnetometers [8,9], tunable radio frequency (RF)
devices [10–12], transformers [13–15], gyrators [16–19], energy harvesters [20,21], spintronics [22,23],
and random access memory [23–25]. In addition to strain-mediated ME coupling, other ME coupling
mechanisms such as charge-mediated ME effect [26,27] and exchange bias-mediated ME effect [28,29]
have also received a lot of attention. However, these ME coupling mechanisms are still in the early
research stages and not discussed in this paper. Some comprehensive review papers for various ME
coupling mechanisms are available [5,6,30].

Generally, there are two types of ME composites, namely bulk ME composites and thin-film ME
heterostructures. During the last two decades, much effort has been focused on the theoretical and
experimental investigations of bulk ME composites. Excellent reviews on the bulk ME composites can
be found elsewhere [3,5,7]. The investigation of thin-film ME heterostructures has recently accelerated
due to the advances in thin-film growth techniques [31]. Compared to the bulk composites, thin-film
ME heterostructures benefit from small form factor, lightweight, low cost due to batch fabrication,
as well as the potential capability to integrate with CMOS circuit [32]. In addition, thanks to the
advancement of thin-film deposition techniques, excellent elastic interactions can be readily achieved
between the piezoelectric and magnetostrictive films. The ME coupling between the two types of films
via elastic interaction becomes maximum at the mechanical resonant frequency of the heterostructures,
which can be essentially considered as mechanical resonators. Such resonance-enhanced ME coupling
inherent to the thin-film ME heterostructures, together with the excellent elastic interactions between
the constituent phases, greatly benefit the performance of the integrated devices based on thin-film ME
heterostructures. These unique characteristics make thin-film ME heterostructure more advantageous
compared to its bulk counterpart in certain applications where miniaturization of the device is crucial.
One good example is the magnetometer array which usually requires high spatial resolution and, thus,
small size for each constituent magnetometer.

In this article, we present the most recent progress on several types of integrated multiferroic
devices based on thin-film ME heterostructures, such as magnetometers, mechanical antennas, tunable
RF inductors, and filters. Table 1 provides the summary of the physical mechanisms for different
types of integrated devices. Among these devices, the working principles of magnetometers and
mechanical antennas in receiving mode are both based on direct ME coupling, which refers to the
occurrence of electrical polarization when the devices are subjected to a magnetic field (or waves).
In contrast, the working principles of RF tunable devices and mechanical antennas in transmitting
mode are both based on converse ME coupling, which refers to the change of magnetic properties
due to the application of an electric field. Interestingly, both direct and converse ME coupling are
employed in the mechanical antennas, which enables the function of receiving and transmitting using
the same thin-film ME heterostructure.
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Table 1. Summary of the physical mechanisms for various of integrated multiferroic devices.

Device Type of ME Coupling Physical Mechanism

Magnetometer Direct ME coupling H-field control of electric polarization
Mechanical antenna in transmitting mode Converse ME coupling E-field control of magnetization switching

Mechanical antenna in receiving mode Direct ME coupling H-field control of electric polarization
Tunable RF inductor Converse ME coupling E-field control of permeability

Tunable RF filter Converse ME coupling E-field control of magnetostatics surface waves

2. Thin-Film Characterization Techniques

The strength of ME coupling in the thin-film heterostructures is determined by many factors,
such as the properties of the two constituent phases, the elastic interaction between them, the vibration
mode of heterostructure, and the orientation of the magnetic and electric fields. Among these factors,
the film properties of the two constituent phases are the most fundamental ones in determining the
strength of ME coupling. For example, large ME coupling requires large a piezoelectric coefficient
in the piezoelectric phase and a large piezomagnetic coefficient in the magnetostrictive phase due
to the fact that ME coupling is a product tensor property which is a result of the product of the
piezoelectric effect and magnetostrictive effect. In addition, film properties such as coupling coefficient,
permittivity and dielectric loss of piezoelectric phase, magnetostriction, saturation field, anisotropic
energy, coupling coefficient, permeability and loss tangents associated with the magnetostrictive
phase also play significant roles in determining the performance of the thin-film ME heterostructures.
Given that these film properties are varied a lot depending on the adopted fabrication processes
and conditions, it is crucial to evaluate these properties using thin-film characterization techniques
for the purpose of design, simulation, and performance optimization of the integrated multiferroic
devices. Comprehensive summary of the film properties can be found for both piezoelectric [33,34]
and magnetostrictive thin films [35,36].

2.1. Characterization of Piezoelectric Thin Films

Among all the piezoelectric thin films, lead zirconate titanate (PZT) and aluminium nitride
(AlN) are considered as representative materials. PZT is a polycrystalline ceramic and belongs to
ferroelectric materials. The advantage of PZT films is the high electromechanical coupling coefficient
and piezoelectric coefficient. These superior properties are normally obtained at morphotropic phase
boundary (MPB) composition, which corresponds to Zr/Ti ratios close to 58/42 [37]. The main drawback
of PZT films is the presence of lead in this material, which causes higher probability of contamination
during its processing and not suitable for biological applications. It is also reported that PZT films exhibit
high acoustic loss at high frequency range [38]. In contrast to that, sputter-deposited AlN film, being
textured polycrystalline non-ferroelectric material, is a better choice for high-frequency applications
due to is low dissipation factor and moderate piezoelectric coefficient [39]. More importantly, AlN films
are biocompatible and also compatible with the standard CMOS technology [40,41].

Extensive works have been carried out to develop the characterization techniques for PZT and AlN
thin films [42–46]. For example, the crystallization quality in AlN film can be evaluated by the X-ray
diffraction (XRD) technique. The scanning electron microscopy (SEM) and atomic force microscopy
(AFM) techniques were commonly used to examine the topography and surface roughness of the films.
The permittivity and dielectric loss of the films can be obtained by measurement using impedance
analyzer. To measure the piezoelectric coefficient of the films, a direct measurement approach based
on double-beam interferometer was often used, the main characteristic of which is to discriminate
the true film expansion from the bimorph-like binding of the sample [42,47]. In addition, many
indirect measurement techniques based on cantilever structures [37], surface-acoustic-wave (SAW)
resonators [48], and bulk-acoustic-wave (BAW) resonators [38] were also demonstrated to be effective
to extract the piezoelectric coefficients.
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2.2. Characterization of Magnetostrictive Thin Films

The most commonly used magnetostrictive materials are magnetic alloys such as Terfenol-D,
Galfenol, FeGaB, and FeCoSiB. Terfenol-D (Tb0.3Dy0.7Fe1.92), with a saturation magnetostriction
constant up to 1600 ppm, is well-known as a giant magnetostrictive material [49]. Although having
large saturation magnetostriction, Terfenol-D also exhibits a saturation field as large as several kOe,
which makes its piezomagnetic coefficient small [50]. On the other hand, Galfenol (binary FeGa alloy)
shows a large saturation magnetostriction constant of near 300 ppm with low saturation field in the
order of 100 Oe, but the problem of Galfenol is its large loss tangents at RF/microwave frequency
range, which was manifested as large ferromagnetic resonance (FMR) linewidth of 450–600 Oe at X
band [51]. It has also been demonstrated that incorporation of metalloid element (i.e., boron) into
magnetic binary alloys help refine the grain size and reduce magnetic anisotropy, resulting in excellent
soft magnetic properties such as low saturation field, large saturation magnetostriction as well as low
loss tangents [52]. Among the thin films based on soft magnetic alloys, FeCoSiB and FeGaB thin films
are most representative and have been successfully demonstrated to build ME heterostructures with
giant ME voltage coefficients and low loss tangents at microwave frequencies [53,54].

Many characterization techniques were developed to evaluate these metallic soft magnetic
films. Compositions and crystal structures of the films can be examined by X-ray photoelectron
spectroscopy (XPS) and XRD, respectively. Magnetic properties, such as coercive field, saturation field,
and saturation magnetization, can be measured using magnetometry techniques based on vibrating
sample magnetometers (VSM), superconducting quantum interference devices (SQUID), or BH-loopers.
The permeability, loss tangents and FMR linewidth can be extracted from the measured S parameters
of a thin-film loaded waveguide which is immersed in a fixed magnetic field [55]. As for measurement
of magnetostriction, several techniques have been proposed, which can be broadly classified as either
direct or indirect methods [56]. Direct methods enable the magnetostriction to be measured directly
as a function of the applied magnetic field. The most commonly used direct methods include the
capacitance method based on cantilever structures [57], the optical method utilizing rotating magnetic
fields [58], and the nano-indentation method [59]. In the capacitance method, the cantilever with the
thin film on top forms one plate of a capacitor, which serves as a tuning capacitance in an oscillator.
The magnetostriction can be derived by measuring the shift in resonant frequency of the oscillator,
which is caused by the capacitance change due to deflection of the cantilever. The drawback of
the capacitance method is that its accuracy is easily impacted by the environment, such as ambient
temperature. The optical method utilizing rotating magnetic fields permits measurement with high
accuracy and does not need any contact between the probe and sample. However, the method requires
a large space and a sophisticated optical system. The nano-indentation method enables measurement of
both elastic properties and magnetostrictions in thin films, but it requires a minimum penetration depth
into the film (60 nm) and causes unrecoverable damage to the film. In addition to magnetostriction,
the change in elastic modulus as a function of applied magnetic field (delta-E effect) is also an important
magnetomechanical property of thin films, given that increased interest has recently been spurred in
employing the delta-E effect to build sensitive magnetometer [32,60,61]. Unfortunately, few works
have been reported to quantitatively characterize the delta-E effect [62].

Recently, Dong et al. [63] developed a simple, compact, and sensitive system to measure
magnetostriction, the piezomagnetic coefficient, and the delta-E effect by using a non-contact optical
technique. The system includes a magnetostriction tester and a delta-E tester, both of which were based
on a similar structure and can be assembled with very few parts. Figure 1a shows the schematic of
the proposed magnetostriction tester in three-view. An adjustable AC driving magnetic field ranging
from 0 to 300 Oe is provided by two pairs of mutually perpendicular set Helmholtz coils. Equivalent
amplitude and 90◦ phase shift current in the two pairs of Helmholtz coils can be configured to generate
a rotating magnetic field. The sample under test is prepared by depositing the magnetostrictive thin
film on a cantilever. An MTI-2000 fiber-optic sensor is utilized to detect the deflection of the cantilever
tip due to strain changes in the magnetostrictive thin film. The displacement between the cantilever
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tip and the optical probe can be detected and converted to an AC voltage signal, which is recorded
using a SR-830 lock-in amplifier. As a result, the magnetostriction and piezomagnetic coefficient of
the magnetostrictive thin-film can be deduced. It should be noted that the AC driving frequency
should be set to off resonance to avoid mechanical amplification. The schematic of the proposed
delta-E tester is shown in Figure 1b, where it can be seen that the measurement setup is very similar to
that of magnetostriction tester. A 0.1 Oe AC driving field with the frequency swept around 1555 Hz
(second resonant frequency of the cantilever) is provided by a solenoid, which will excite the cantilever
to vibrate at its second resonant mode. The reason to choose the second resonant mode is that the
frequency of the fundamental vibration mode is too low (280 Hz), and the resultant miniscule frequency
shift is very difficult to distinguish. For the higher-order resonant modes, the signal strength becomes
too weak to detect. Outside the solenoid, one pair of Helmholtz coils is set to provide the DC bias
field, which will induce change in the magnetostrictive strain and, thus, leads to the change in Young’s
modulus. By measuring the shift in resonant frequency, the change of Young’s modulus can be derived
according to the modified Euler-Bernoulli beam theorem. To obtain the maximum magnetostrictive
strain change and strongest vibration signal, the directions of the generated magnetic fields from the
solenoid and Helmholtz coil should be set perpendicular to the easy axis of the thin films.Materials 2019, 12, x FOR PEER REVIEW 6 of 32 
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Figure 1. (a) Schematic of the proposed magnetostriction tester in three-view; (b) schematic of the
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for different magnetic thin films; (d) measured magnetostriction and piezomagnetic coefficient for
as-deposited and annealed FeGaB thin films; (e) measured delta-E effect for as-deposited and annealed
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is reproduced with permission from American Institute of Physics (AIP) Publishing, [63].
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To calibrate the system, some typical magnetostrictive thin films (e.g., Ni, Co, FeGa, and Permalloy)
with reported magnetostriction should be used. Figure 1c shows the measured magnetostriction of
some magnetostrictive thin films after system calibration. To confirm the accuracy of the system,
magnetostriction characterizations were carried out for as-deposited and annealed FeGaB thin films,
respectively. Figure 1d shows the measured magnetostriction and piezomagnetic coefficient for
as-deposited and annealed FeGaB thin films. It can be seen that the saturation magnetostriction field
(15 Oe) is smaller for annealed FeGaB film compared to that of as-deposited one (20 Oe). At the same
time, magnetic annealing also enhances the piezomagnetic coefficient from 7.5 ppm/Oe to 12 ppm/Oe.
These improvements show that the total anisotropy energy was reduced by magnetic annealing, which
essentially released the residual stress in the films. By using a delta-E tester, one can measure the
change in Young’s modulus, as shown in Figure 1e. It can be seen that a larger reduction in Young’s
modulus (153 GPa) occurs for annealed FeGaB thin films compared to that of the as-deposited one
(125 GPa). Figure 1f shows the derivative of Young’s modulus in regard to the magnetic field (dE/dH),
where it can be seen that the annealed FeGaB film exhibits a larger peak value of dE/dH (43 GPa/Oe).
These measured results agree with the theoretical predictions, which suggests accurate measurement
of the magnetostriction, piezomagnetic coefficient, and delta-E effect can be achieved by using the
proposed system.

2.3. Magnetic Domain Characterization of Magnetostrictive Thin Films

Magnetic domain activity plays an important role for the noise characteristic in ME-based devices.
Moreover, due to stress-strain effects [64,65] in the ME structures, the actual magnetic material properties,
especially the effective magnetic anisotropy, may become local in nature. Only a few methods allow for
a spatially resolved characterization of the magnetization response down to the device level. Magnetic
domain observations techniques applied for the characterization of the piezomagnetic phase in ME
heterostructures include magnetic force microscopy (MFM) [66], scanning electron microscopy with
polarization analysis (SEMPA) [67], and soft X-ray magnetic circular dichroism–photoemission electron
microscopy (XMCD-PEEM) [68]. In particular, magnetic domain imaging by magneto-optical Kerr
effect (MOKE) microscopy [69,70] offers direct access to the local magnetization behavior on the ME
device level [66,71–76]. MOKE microscopy allows in situ and time-resolved characterization of the
magnetic phase of ME heterostructures. As shown in Figure 2a, characterization from a local level
up to the extended ME structures is achievable. This includes obtaining quantitative information on
the magnetic domain distribution. Figure 2b shows a quantitative domain image from the edge of
a ME structure [65]. The characteristic domain pattern is because of stress relaxation at the device
edges. The visible partial folding of magnetization is due to minimization of the magnetostrictive
self-energy. Magnetoelastic interactions lead to an effective inversion of the magnetic anisotropy axis
with effects on magnetization reversal and magnetic noise behavior in ME structures. Analyzing the
spatial magnetic response also permits directly correlating the magnetic domain characteristics and ME
response [65,70]. It was shown that the ME amplitude and working point, beyond material properties,
are strongly dependent on the exhibited domain configuration.
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Figure 2. (a) Full magnetic domain distribution [70]; and (b) the quantitative magnetic domain
evaluation and MOKE micrograph of edge closure domains states in a cantilever ME magnetometer
based on FeCoSiB [67]. This figure is reproduced with permission from AIP Publishing, [70] and [67].
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MOKE microscopy was also employed for process control for advanced ME schemes. In situ
MOKE imaging during magnetic field annealing was utilized for magnetic domain engineering to
improve ME device performance in terms of reducing the magnetic noise level [76].

3. Magnetometers

Until now, the gold standard for weak magnetic field measurement has been to use SQUIDs
with a limit of detection (LOD) of a few fT/Hz1/2 at 1 Hz [77]. However, SQUIDs are bulky and
expensive because their optimal performance is usually achieved with the help of liquid helium cooling
for near absolute-zero temperature. Thus, it is highly desirable to find alternative magnetometer
techniques that work at room temperature while also having a low LOD value. Recently, much
effort has been focused on building ultra-sensitive magnetometers using ME heterostructures, which
have been demonstrated to exhibit LOD at a few pT/Hz1/2 at 1 Hz without the need for cooling [78].
Such ME magnetometers are usually categorized into two groups, namely, bulk laminates or thin-film
composites. The most important merit shared by bulk and thin-film ME magnetometers is their
enhanced ME voltage coefficients and sensitivity (about 1 ~ 2 orders enhancement in magnitude)
when driven at their mechanical resonant frequencies. This enhancement is due to the fact that much
less energy loss, and thus much higher energy transduction efficiency, occurs at mechanical resonant
frequencies compared to out-of-resonance frequency range. Different from the bulk ones, the thin-film
ME magnetometers have much smaller size, which is essential for achieving high spatial resolution by
forming magnetometer arrays [79]. Furthermore, thin-film ME laminates benefit from perfect elastic
coupling between the magnetostrictive and piezoelectric phases. Another advantage of thin-film
ME magnetometer is its capability to attain magnetic field sensitivity in only one direction, which
is enabled by the in-plane anisotropy of the magnetostrictive layer. This feature makes it possible
to realize magnetometer capable of three-dimensional vector field measurement. Currently, there
are mainly three types of thin-film ME magnetometers based on direct or indirect detection schemes,
which are respectively described in following three subsections.

3.1. Magnetometers Using Direct Detection

Magnetometers using direct detection are usually used for detecting AC magnetic fields. Their
working principle is based on electrical polarization upon an applied magnetic field (direct ME effect).
The applied AC magnetic field induces alternative magnetostriction in the magnetostrictive phase,
which translates to stress variation in the piezoelectric phase and, thus, results in a change in the
electrical polarization for output readout. A commonly used figure-of-merit to describe how sensitive
the output electrical polarization responds to the applied magnetic field is the ME voltage coefficient.
In 2009, Zhao et al. [80] demonstrated a thin-film ME magnetometer consisting of sol-gel-derived
PZT and magnetron-sputtered FeGa layers on a micromachined silicon cantilever. The reported
thin-film ME magnetometer shows ME voltage coefficient of 1.81 V/cm·Oe at a mechanical resonant
frequency of 333 Hz under a DC bias magnetic field of 90 Oe. The purpose of the DC bias field was
to shift the operating point of the magnetostrictive layer to the inflection point, where the derivative
of the magnetostriction with respect to the magnetic field and, thus, the ME voltage coefficient
reaches its maximum. With the help of magnetic field annealing, Greve et al. [53] demonstrated
an extremely high ME voltage coefficient of 737 V/cm·Oe at a mechanical resonant frequency of
753 Hz under a DC bias magnetic field of 6 Oe in a ME magnetometer consisting of FeCoSiB/AlN
thin-film ME heterostructures. The reported high ME voltage coefficient (737 V/cm·Oe) was two
orders of magnitude higher than that at out-of-resonance frequency range (3 V/cm·Oe). The observed
enhancement in ME voltage coefficient agrees with the measured quality factor (Q) of 140 at the
resonant frequency. The demonstrated thin-film ME magnetometer exhibit pronounced magnetic
field sensitivity only in the long axis of the cantilever, which was perpendicular to the magnetic field
applied during the annealing process. This unique characteristic serves the possibility to realize a
vector field magnetometer. To further enhance the ME voltage coefficient, Kirchhof et al. [81] operated



Materials 2019, 12, 2259 8 of 30

the thin-film ME magnetometer in vacuum (under pressure below 10−5 mbar), demonstrating a giant
ME voltage coefficient of 20 kV/cm·Oe at resonant frequency of 152 Hz, which represents a five-fold
increase compared to that at atmospheric pressure. It is also shown that operating the magnetometer
in vacuum improves the LOD by 10-fold (from 3 nT/Hz1/2 to 300 pT/Hz1/2). These improvements in
ME voltage coefficient and LOD were attributed to much lower air damping in vacuum, which is
manifested as a remarkable increase in Q from 1400 in air to 5800 in vacuum.

Most of the thin-film ME magnetometers mentioned above have similar laminate structures,
which is FeCoSiB layer on top of AlN layer. The reason why AlN layer has to be deposited prior to
deposition of FeCoSiB layer is due to that the conventional reactive magnetron sputter deposition
of a high-quality AlN layer requires a substrate heating temperature as high as 400 ◦C [82], which
negatively impacts the amorphous nature of FeCoSiB. However, it is also reported in [83] that this
deposition sequence does not yield the best soft magnetic properties for FeCoSiB layer because of
the higher roughness of AlN layer compared to that of silicon substrate. In 2016, Yarar et al. [84]
developed an inversed deposition sequence, which allows depositing amorphous FeCoSiB on the
smooth silicon substrate using magnetron sputter deposition, followed by sputter deposition of a
high-quality AlN layer without intentional substrate heating [85]. The schematic illustration of the
investigated magnetometer is shown in Figure 3a. The measured ME voltage coefficient as a function
of the applied AC magnetic field was shown in Figure 3b, where it can be seen that a sharp peak (giant
ME voltage coefficient as high as 5 kV/cm·Oe) occurs at the mechanical resonant frequency of 867 Hz.
This suggests the resonance behavior of the ME heterostructure greatly enhances the ME voltage
coefficient compared to that at out-of-resonance frequency range. Figure 3c depicts the measured ME
voltage noise density as the magnitude of the applied 867 Hz magnetic field decreases. It can be seen
that the measured data start to scatter as the magnetic field becomes smaller. This is due to the fact
that the output electric signal from the magnetometer becomes indistinguishable from the noise when
the signal-to-noise ratio (SNR) drops to 1. Thus, the value of LOD can be deduced from the readings
marked by the red arrow, which is determined to be 400 fT/Hz1/2. Figure 3d shows the measured LOD
at different frequencies. At low frequency range from 1 to 100 Hz where noise with 1/f characteristic
dominates, measured values of LOD are in the nT/Hz1/2 range. A remarkable improvement in LOD
(below 1 pT/Hz1/2) can be seen around the mechanical resonance. As the frequency is further increased,
the noise restricts the LOD within a few pT/Hz1/2 range.

There is one potential problem for the cantilever-type ME magnetometer, which is that such a
magnetometer is vulnerable to extrinsic acoustic and vibrational noise since these noises are usually
in the same frequency range as the resonant frequencies of the bending modes. To reduce the noise
contribution, Salzer et al. [86] proposed a noise cancellation scheme by placing two cantilever-type
magnetometers in an inverse orientation (tuning fork). Such an orientation setup allows two cantilevers
bending in opposite directions producing a differential-mode signal when a magnetic field is applied,
but bending in the same direction resulting in a common-mode signal upon vibrational excitation.
Thus, acoustic and vibrational noise can be highly suppressed when simply taking the difference of
the signal components utilizing an instrumental amplifier. Using such a noise cancellation method,
LOD of approximately 500 fT/Hz1/2 has been achieved at a resonant frequency of 958 Hz.
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3.2. Magnetometers Based on Frequency Conversion

One problem for magnetometers using direct detection is narrow bandwidth. This problem occurs
because the optimal ME voltage coefficient and LOD can only be obtained when the frequency of the
magnetic signal to be detected matches the resonant frequency of the ME composite. For bio-magnetic
applications such as measurement of heart signals, the frequency range of the magnetic signal to be
detected is from 0.1 Hz to approximately 100 Hz. Mechanical resonators with such low resonant
frequencies would have excessively large size, which makes it impractical to realize using thin-film ME
heterostructure. Thus, most of the cantilever-type thin-film ME magnetometers have resonant frequencies
from several hundred Hz to a few kHz. This means that the ME voltage coefficient will be much lower at
the frequency range of interest below 100 Hz due to the missing resonance enhancement. Furthermore,
LOD decreases due to dominating 1/f noise contribution towards the low frequency range. Recently, two
indirect detection schemes have emerged showing promises to solve this problem: magnetometers using
frequency conversion and magnetometers based on delta-E effect. The frequency conversion techniques
allow transferring the desired low-frequency magnetic signal to the higher resonant frequency of the
magnetometer structure. Currently, there are two available approaches to realize frequency conversion
which are using magnetic frequency conversion or electric frequency conversion.

The frequency-conversion-approach for thin-film ME magnetometer was first demonstrated by
Jahns et al. [87], which used a time-varying bias magnetic field (modulation signal) instead of a DC
bias field commonly adopted in direct detection method. Due to the non-linear characteristics of the
magnetostriction curve, the frequency of desired magnetic signal will be upconverted to the mechanical
resonant frequency of the ME magnetometer under the premise that the amplitude of the desired signal
is much smaller than that of the modulation signal. This technique offers the possibility to achieve
resonance enhanced ME voltage coefficient and improved LOD at virtually arbitrary frequencies far below
mechanical resonant frequency, which allows wideband measurement. It was shown in [87] that this
frequency conversion technique using magnetic modulation improved LOD by three orders of magnitude
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(from 1 µT/Hz1/2 to 1 nT/Hz1/2) upon desired magnetic signal at 1 Hz. However, this value of LOD is still
much larger than that using direct detection method (7.1 pT/Hz1/2 [87]). The reason for this is that the
undesired occurrence of additional noise under modulation, which was systematically studied in [88].

To reduce the noise caused during magnetic frequency modulation, Röbisch et al. [75] reported
an effective method, which utilize exchanged biased (EB) multilayers as a magnetostrictive phase.
The introduction of the exchange bias coupling in magnetostrictive multilayers, magnetic domain
configurations can be systematically altered, highly reducing the noise caused by magnetic frequency
modulation. As a result, a LOD of 180 pT/Hz1/2 upon a desired magnetic signal at 10 Hz has been
demonstrated, which represents an enhancement in the LOD by a factor of about five compared to the
magnetometer without exchange bias layer. A further step in improving the noise characteristics of ME
magnetometers has been taken by an almost complete elimination of magnetic domain activity using an
antiparallel exchange bias scheme [76]. By this, the shape and demagnetization effects are overcome and
stable single-domain configurations in the magnetic sensing layers of the employed magnetic multilayers
are formed. As a result, magnetic noise contributions are eliminated and LODs down to 60 pT/Hz1/2 at a
magnetic signal of 10 Hz are obtained [89]. The antiparallel bias arrangement can also be applied to other
ME heterostructures. It offers the possibility of further improvement in LOD, envisioning LODs below 10
pT/Hz1/2. Another advantage of using exchange bias coupling refers to elimination of an external DC
magnetic bias field, which favors reducing the complexity of the measurement setup.

One drawback for the magnetic modulation is the large power consumption for generating
AC magnetic fields, thus prohibiting the construction of sensor arrays. To overcome this issue,
Hayes et al. [90] reported a cantilever-type magnetometer using electric frequency conversion technique,
which consumes much less power by employing electrical field to actively drive the ME heterostructure.
Figure 4a shows the schematic of this device, where it can be seen that the ME heterostructure
mainly consists of two electrically independent piezoelectric phases (AlN layer and PZT layer) and
one magnetostrictive phase (EB-FeCoSiB layer). The electric modulation signal is applied across
the unpoled PZT layer to excite the ME heterostructure to vibrate. This excitation method enables
frequency conversion since PZT shows a nonlinear piezoelectric coefficient. The AlN layer is used for
the detection of the output voltage. This readout scheme is considered to be more compact compared
to the one using a pickup coil wound around the magnetometer [91]. Figure 4b shows the measured
output spectrum taken from the AlN layer when a low frequency 2 Hz sinusoidal magnetic field with
an amplitude of 1 µT is present. No DC magnetic bias field is required since the exchange biased
magnetostrictive multilayer (EB-FeCoSiB layer) shows its maximum magnetoelectric response in zero
field. It can be seen that the output signal reaches its maximum at 689 Hz, which agrees with the
resonant frequency of the ME heterostructure. Two equally large side-band signals are formed at fmod

± 2 Hz due to the frequency modulation. A limit of detection of approximately 5 nT/Hz1/2 can be
derived upon the fact that a 1 µT signal is about 45 dB above the noise floor. Figure 4c shows the
case when a 20 Hz sinusoidal magnetic field with an amplitude of 1 µT is applied. The frequency of
the modulation signal applied to the PZT layer is set to be 669 Hz. Thus, the sum of the modulation
frequency (669 Hz) and the desired magnetic signal (20 Hz) matches the resonant frequency of the ME
composite (689 Hz). It can be seen that the up sideband signal at 689 Hz is much stronger than the
low sideband signal due to the enhancement of the Q at the resonant frequency. Figure 4d shows the
linearity measurement performed at magnetic field of 10 Hz, where it can be seen that SNR drops to 1
at 10 nT/Hz1/2. This translates to a LOD value of 10 nT/Hz1/2.

In order to retain power consumption at a minimum and avoid external magnetic bias or driving
fields, replacing one piezoelectric layer with a mechanically decoupled passive pickup coil is an
option. The coil surrounds a similar thin film composite with which the converse magnetoelectric
effect is exploited [91]. The setup is shown in Figure 5a. Exciting of a high frequency resonance mode
at about 500 kHz, causes magnetoelastic interactions with the magnetostrictive phase, leading to
periodic magnetic flux change within the coil. The coil voltage amplitude at this frequency shows a
strong dependence towards external magnetic fields exceeding 2.2 kV/T, shown in Figure 5b. A linear
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resolution of 1.2 nT at quasi-DC of 200 mHz is achieved in this way, indicated by 15 dBV of noise
margin in Figure 5c,d. Utilizing such high resonant frequency modes provides inherently superior
acoustic noise rejection.
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Figure 4. (a) Schematic of the cantilever-type magnetometer using electric frequency conversion;
(b) measured output spectrum taken from the AlN layer when a low frequency 2 Hz sinusoidal
magnetic field is present. The sensor’s PZT layer is excited in mechanical resonance at 689 Hz, and the
blue line indicates the resonance behavior of the resonator; (c) the measured output spectrum taken
from the AlN layer when a low frequency 20 Hz sinusoidal magnetic field is present. The sensor’s PZT
layer is excited at 669 Hz, and the blue line indicates the resonance behavior of the resonator; and (d)
the linearity measurement performed at a magnetic field of 10 Hz, where the noise floor is reached at
about 10 nT/Hz1/2. This figure is reproduced with permission from AIP Publishing, [90].
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3.3. Magnetometers Based on Delta-E Effect 

An alternative method for magnetic field sensing utilizes the change of the elastic constants of 
magnetostrictive materials with magnetization. It arises from an additional magnetostrictive strain 
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Figure 5. (a) Setup showing cantilevered ME composite surrounded by pickup coil (1200 windings).
Magnetic easy axis (E.A.) transverse to external field axis (HDC); (b) coil voltage at mechanical resonance
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200 mHz and its margin of about 15 dBV towards noise floor. Absent harmonics at 2f1 and 3f1; and (d)
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3.3. Magnetometers Based on Delta-E Effect

An alternative method for magnetic field sensing utilizes the change of the elastic constants of
magnetostrictive materials with magnetization. It arises from an additional magnetostrictive strain
that adds up to the Hookean strain upon application of a stress. This effect is commonly referred to as
the delta-E effect and has been extensively studied experimentally and theoretically in the beginning of
the last century [92–97]. Later studies were focused on the Young’s modulus and the shear modulus
of soft magnetic amorphous ribbons and wires for magnetic field sensing [98–102], due to their soft
magnetic properties and easy processing. Although, shear wave magnetometers demonstrated the
detection of low frequency magnetic fields in the 100 pT regime [103], the usage of macroscopic
amorphous ribbons limits the device integration. First integrable delta-E effect sensors [104] were
improved using magnetoelectric composites [60,61] with soft-magnetic amorphous thin films [63,102].
Via the piezoelectric layer the resonator is excited to oscillate at its resonant frequency and read-out
simultaneously. Upon application of a magnetic AC field, the resonant frequency changes, which
modulates the read-out current in amplitude and in phase [105] and mixes the signal up to higher
frequencies. This permits delta-E effect magnetometers to detect DC or low-frequency magnetic
signals in a comparatively large bandwidth, avoiding low frequency 1/f noise (f: frequency) and
acoustic disturbances. Different resonator designs have been demonstrated. With cantilever resonators,
equivalent magnetic noise levels of about 100 pT/Hz1/2 between 10 and 100 Hz were reached [106]
using the second transversal bending mode. Such devices benefit from magnetically well-oriented
FeCoSiB-Cr multilayers and an electrode design adapted to the resonant mode of the cantilever,
as shown in Figure 6a. To obtain the largest piezoelectric transduction for the second transversal
bending mode as shown in Figure 6b, the location of the two electrodes (i.e., E1 and E2) was designed
to match with the positions where maximum stress occurs along the cantilever.
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Figure 6. (a) Cantilever delta-E effect magnetometer with adapted electrode design, optimized for the
second bending mode [107] (© 2016 IEEE); and (b) cantilever deflection in the 1st and 2nd transversal
bending modes as calculated from Euler-Bernoulli beam theory [106]. This figure is reproduced with
permission from AIP Publishing, [106].

Simultaneous excitation of different resonant modes was investigated for noise cancelling and
detection limit improvement [107] under ambient conditions. Experimental and theoretical studies
focused on the origin of signal and noise levels, whereas, at small carrier amplitudes and small signal
frequencies, the thermal-mechanical noise [108] dominates the noise floor, the overall detection limit is
currently restricted by the onset of magnetic noise at large excitation amplitudes [109,110]. In contrast
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to the direct ME operation, the quality factor of the resonator has a more significant influence on the
detection limit, which is found to be proportional to Q−1.5 [110].

For array applications and a high local magnetic field resolution, smaller sensors are more
advantageous. Nan et al. [61] demonstrated a thin-film ME magnetometers using a nano-plate
structure with a resonant frequency of 215 MHz. This high resonant frequency is achieved using
interdigital electrodes to launch Lamb waves in the nano-plate. The working principle of Lamb wave
resonators can be found in [111,112]. As shown in Figure 7a, the nano-plate structure consists of a
(FeGaB/Al2O3) × 10 multilayer with total thickness of 250 nm, serving as magnetostrictive phase as
well as a floating top electrode, and a 250 nm-thick AlN layer serving as piezoelectric phase. Patterned
Pt layers are used as interdigital electrodes at the bottom of the AlN layer. The reason to choose an
FeGaB/Al2O3 multilayer as magnetostrictive phase is because it exhibits a high piezomagnetic coefficient
and low eddy current loss at radio frequencies [52,113]. When a magnetic field is applied, the Young’s
modulus of the FeGaB layer changes due to delta-E effect, thus resulting in a change in the resonant
frequency of the nano-plate. An SEM image of the fabricated nano-plate magnetometer is shown in
Figure 7b. Figure 7c shows the measured magnitude of the admittance for the magnetometer under
different DC magnetic bias fields applied along the length direction of the device. The dependency of
the resonant frequency and peak admittance on the DC bias magnetic field is plotted in in Figure 7d.
It can be seen that both resonant frequency and peak admittance decrease with DC bias magnetic
field at low bias level, reaching minimum values at 15 Oe bias field, and then increase until the
magnetostrictive phase (FeGaB/Al2O3) is saturated at about 50 Oe. The observed enhancement of Q at
large magnetic fields is due to the elimination of magnetic domain walls and reduction of magnetic
losses. As shown in Figure 7e, the magnitude of the peak admittance was recorded as the magnetic
field decreases from 200 nT to 0.1 nT in a magnetically unshielded environment. The magnitude of
admittance starts to scatter at 300 pT, indicating that the signal to be detected cannot be distinguished
from noise below 300 pT. This translates to minimum detectable DC magnetic fields of 300 pT. Moreover,
a minimum detectable DC magnetic field of 600 pT is achieved under self-bias condition, which is
shown in Figure 7f.

A completely different approach of using the delta-E effect for magnetic field sensing employs
surface acoustic waves (SAW) devices [114]. In order to enhance the effect, Love wave SAW devices
are used. Here, shear horizontal acoustic surface waves are concentrated at the surface of the device by
an amorphous SiO2 guiding layer which is coated with a thin amorphous magnetostrictive FeCoSiB
film exhibiting the pronounced delta-E effect [115]. By this concentration of the acoustic waves at the
surface, the influence of the delta-E effect on the wave propagation is maximized. This SAW magnetic
field sensor can be operated in a delay line configuration and translates the magnetic field-induced
changes of the shear modulus via the corresponding velocity changes of the Love waves to a time delay
and a related phase shift. Another alternative is to measure the related frequency changes in a resonant
configuration [116]. Figure 8a shows the sensor design of the Love wave surface acoustic wave sensor
based on ST-cut quartz substrate and a 4.5 µm SiO2 guiding layer. The 200 nm magnetostrictive
FeCoSiB thin film is deposited on the delay line between the interdigital transducers, which have a
periodicity of 28 µm. Important characteristics include a low noise level of 250 pT/Hz1/2 at 10 Hz as
shown in Figure 8b, a dynamic range covering six orders of magnitude and a possible bandwidth
exceeding 1 MHz.
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Figure 7. (a) Schematic of the layered structure for the nanoplate magnetometer; (b) SEM of the fabricated
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3.4. Practical Applications of Thin-Film ME Magnetometers

The thin-film ME magnetometers have shown LOD of 1 pT/Hz1/2 or even below in mechanical
resonant frequencies [75,86]. Given the reported low values of LOD, a hypothesis that thin-film
magnetometer could be used for biomagnetic measurements was often mentioned but never proven.
The first proof of this hypothesis was recently reported by Reermann et al. [117], where the first
system using thin-film ME magnetometer for cardiological application was presented. Cantilever-type
thin-film magnetometer was adopted with magnetic frequency modulation technique. In the reported
system, sophisticated averaging techniques were applied to improve SNR and thus closed the gap
between the measured LOD of the magnetometer and the magnetic signal from human heart. Moreover,
to deal with various types of noise, different weighted averaging algorithms have been demonstrated
to ensure convergence even in highly distorted environments.

Another practical application of thin-film ME magnetometers refers to magnetic particle mapping,
which has been recently demonstrated by Friedrich et al. [118]. Imaging magnetic nanoparticles
(MNPs) has gained widespread interest due to its great value in medical life science and diagnostic
applications. The work presented in [118] shows that thin-film ME magnetometers can be used to
localize MNPs, which is proven as a more cost-effective and efficient way compared to other available
technologies. In the reported work, the nonlinear nature of the MNPs was utilized. When MNPs were
exposed to a AC magnetic field that had 1/3 of the resonant frequency of the magnetometer, the third
harmonic excitation due to the nonlinear behavior of the MNPs was measured by magnetometer
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with resonance enhanced performance, thus decoupling the desired and excitation magnetic fields.
Furthermore, the reported work measured the magnetic response from 2D MNP distributions and
reconstructed the distribution by solving the inverse problem. The measurement results suggests that
the thin-film magnetometers hold great potential for mapping MNPs.
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4. Mechanical Antenna

Conventional antennas using electric currents for electromagnetic wave radiation are ubiquitous
in our daily life, which enables wireless communications in portable electronic devices such as smart
phones, tablets, and radio frequency identification systems. A key challenge of conventional antennas
is the size miniaturization since the size of the antenna should be designed to be comparable to the
electromagnetic (EM) wavelength for optimal radiation efficiency. This miniaturization limitation
causes difficulty in achieving compact antennas and antenna arrays at the very-high-frequency
band (VHF, 30–300 MHz) and ultra-high frequency band (UHF, 0.3–3 GHz). Thus, new antenna
concepts and radiation mechanisms for miniaturization of antennas are highly desired. To meet
this demand, a novel antenna concept based on mechanically vibrating ME heterostructures were
theoretically proposed recently in [119,120]. In 2017, Nan et al. [121] demonstrated the ultra-compact
mechanical antennas based on suspended nano-mechanical ME resonators, which exhibit 1 ~ 2 orders
of magnitude miniaturization over state-of-the-art compact antennas without performance degradation.
The remarkable reduction in size benefits from the fact that the operation of mechanical antenna hinges
on utilization of acoustic wave of the wavelength of which is about five orders of magnitude smaller
than that of the electromagnetic wave at the same frequency. In [121], two types of structures for
mechanical antennas based on laterally-vibrating or vertically-vibrating nano-mechanical resonators
were proposed, which are described in the following subsections.
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4.1. Mechanical Antenna Based on a Laterally-Vibrating Nano-Plate Resonator

Figure 9a shows the SEM image of the laterally-vibrating nano-plate resonator (NPR) with a
length of 200 µm and a width of 50 µm. The rectangular resonator body consists of a 50-nm-thick
bottom Pt electrode and a thin-film ME heterostructure ((45 nm FeGaB/ 5 nm Al2O3) × 10/500 nm AlN)
on top of the Pt layer. Another 100-nm-thick Au layer was patterned to form the ground-signal-ground
(GSG) pads and top ground for electrical characterization. The multilayer nano-plate structure is
fully released from the silicon substrate to minimize the substrate clamping effect, but mechanically
supported by the anchors at two sides. The resonant frequency of the in-plane mechanical vibration
mode of NPR is determined by the width of the structure, which offers designers great flexibility to
choose the desired operation frequency. The working principle of such type of laterally-vibrating
mechanical resonators is detailed in [122]. Figure 9b shows the measurement setup schematic with
the structure of NPR. It can be seen that an RF coil, which was placed 14 mm away from the device
under test, was used to generate an AC magnetic field at the frequency range around the mechanical
resonant frequency of the NPR. Due to the direct ME effect, the AC magnetic field will induce strain
variation in the magnetostrictive layer (FeGaB layer) which, in turn, transfers to the piezoelectric
layer (AlN layer) and results in voltage output. The induced voltage output from the parallel-plate
structure (FeGaB and Pt) can be detected by the lock-in amplifier. Figure 9c shows the measured
amplitude of admittance of the NPR characterized by a network analyzer. The measured admittance
spectrum was fitted into the Modified Butterworth-van Dyke model [123], from which the mechanical
resonant frequency of 60.7 MHz, electromechanical coupling coefficient of 1.35% and quality factor
of 930 were extracted. To confirm that the induced voltage output is due to the strain-mediated ME
coupling, a nonmagnetic NPR using Cu as the top electrode instead of FeGaB was also measured
using the same measurement setup. The measured result is shown in Figure 9d, where it can be seen
that the nonmagnetic NPR exhibits a similar admittance spectrum compared to that of the NPR with
magnetic film. Using the measurement setup illustrated in Figure 4b, the induced voltage output from
the NPR under the RF coil excitation of 60 nT at 60.7 MHz was measured using a UHF lock-in amplifier.
The measured result was shown in Figure 9e, where it can be seen that a peak voltage value of 180 µV
occurs at the excitation frequency. This peak output voltage translates to ME voltage coefficient of
6 kV/cm·Oe, which suggests a strong ME coupling in the thin-film heterostructure. Figure 9f shows the
measured output voltage from the Cu/AlN NPR under the same AC magnetic field excitation. It can
be observed that the induced output voltage is about two orders of magnitude smaller than that in
NPR with magnetic film. It is believed that this weak resonant signal is due to the inductive coupling
between the RF coil and the device ground loop.

4.2. Mechanical Antenna Based on a Vertically-Vibrating Thin-Film Bulk Acoustic Wave Resonator

Acoustically-actuated antennas can also be designed to operate at the GHz range utilizing the
thickness vibration mode of the ME heterostructure, which can be essentially seen as a thin-film
bulk acoustic wave resonator (FBAR). The working principle of FBAR can be found in [124]. The
same as other FBAR devices, the resonant frequency of the FBAR-type mechanical antenna is also
set by the thickness of the ME heterostructure. Figure 10a shows the SEM of the vertically-vibrating
FABR-type mechanical antenna, which has identical vertical laminate structure as NPR described in
the previous section. The fully-released FBAR-type mechanical antenna has a lateral shape of a circular
disk with a diameter of 200 µm. Figure 10b shows the schematic of the gain measurement setup for
FABR-type mechanical antenna. It can be seen that this setup includes a calibrated linear polarization
standard horn antenna and an FABR-type mechanical antenna under test. A network analyzer was
used to electrically characterize the antenna by measuring its two-port S parameters. It is noted that
this antennas measurement was performed in an anechoic chamber under a far-field configuration.
In the receiving process, the magnetostrictive layer of the mechanical antenna detects the RF magnetic
field component of electromagnetic waves, which induces oscillating strains in magnetostrictive layer.
The strains are transferred to piezoelectric layer, and lead to AC voltage output, the magnitude of
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which reaches its maximum at mechanical resonant frequency. Conversely, during the transmitting
process, the oscillating strains occur in the piezoelectric layer of mechanical antenna under input AC
voltage. The strains are transferred to magnetostrictive layer, and excite magnetization oscillation
(or magnetic current), which results in radiation. The measured magnitude of reflection coefficient
(S22) of the FABR-type mechanical antenna is shown in Figure 10c, where the mechanical resonant
frequency (2.53 GHz) can be found from the peak return loss of 10.3 dB. The inset of Figure 10c shows
a simulated displacement profile of the device, which indicates a thickness vibration mode at 2.53 GHz.
For comparison, a nonmagnetic control device using Al as the top electrode instead of FeGaB was
also measured using the same measurement setup. The measured result was shown in Figure 10d,
where a mechanical resonance frequency at 2.5 GHz can be found. Figure 10e shows a measured
magnitude of transmission coefficients S21 and S12, which represent the transmitting and receiving
behaviors of the mechanical antenna, respectively. The antenna gain is measured to be −18 dBi at
resonant frequency through gain comparison method. In contrast, as shown in Figure 10f, only a very
weak peak at 2.5 GHz can be observed for the control device which is about 20 dB lower than the
performance of FABR-type mechanical antenna. This suggests that the ME coupling effect dominates
the performance of the antenna transmission.
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Figure 9. (a) SEM of the NPR-type mechanical antenna; (b) schematic of the measurement setup
using RF coil and high-frequency lock-in amplifier; (c) measured admittance frequency spectrum of
the NPR-type mechanical antenna; (d) measured admittance frequency spectrum of the nonmagnetic
Cu/AlN control device; (e) ME coupling coefficient (left axis) and the induced ME voltage (right axis)
versus the excitation frequency of RF-coil for NPR-type mechanical antenna; and (f) measured induced
voltage versus the excitation frequency of RF-coil for Cu/AlN control device. The inset illustrates the
zoomed-in view of the resonance peak area (red circle). This figure is reproduced from [121].
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realized either by applying a magnetic field [125–127] or electrical field [128–130]. Compared to the 
conventional magnetically tunable devices, the electrostatically tunable multiferroic devices are 
more compact, lightweight, and power efficient. The working principle of electrostatically tunable 
multiferroic devices relies on the converse ME effect, which relates to E-field control of the magnetic 
permeability. Thus, it is of paramount importance to realize strong ME coupling in multiferroic 
heterostructure, which enables large tunability. However, it has been an open challenge to obtain 
large ME coupling at RF/microwave frequencies due to large loss tangents of magnetic phase. 
Moreover, the ideal magnetic phase should have large piezomagnetic coefficient, which translates to 
large saturation magnetostriction (λs) and low saturation magnetic field (Hs). Much effort has been 
focused on developing such high-quality magnetic thin films and building multiferroic 
heterostructures with large ME coupling at RF/microwave frequencies. Lou et al. [52] reported a 
class of metallic magnetic FeGaB films that has a high λs of 70 ppm, a low Hs of 20 Oe, and a narrow 
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Figure 10. (a) SEM of the FABR-type mechanical antenna; (b) schematic of the gain measurement
setup using Horn antenna and network analyzer; (c) measured reflection coefficient (S22) of the
FABR-type mechanical antenna. The inset shows the out-of-plane displacement of the circular disk at
resonant frequency; (d) measured reflection coefficient (S22) of the nonmagnetic Al/AlN control device;
(e) Measured transmission coefficients (S21 and S12) of the FABR-type mechanical antenna; and (f)
measured transmission coefficients (S21 and S12) of the nonmagnetic Al/AlN control device. This figure
is reproduced from [121].

In summary, the ultra-compact mechanical antennas based on NPR or FBAR structures have
antenna sizes one to two orders of magnitude smaller than the state-of-the-art compact antennas,
thus providing great opportunities in realizing miniaturized antennas in future wireless communication
systems such as Internet of Things, wearable monitoring systems, bio-implantable communication
systems. Moreover, the mechanical antennas based on NPR or FBAR structures share the same
five-mask microfabrication process on the same chip, which can be readily connected to CMOS
oscillator circuits realizing reconfigurable mechanical antenna array with an operation frequency range
from tens of MHz to tens of GHz.

5. Tunable RF/Microwave Devices

One important application of multiferroic heterostructure is to build electrostatically tunable
RF/microwave devices, such as tunable inductors and filters. The function of tunability can be realized
either by applying a magnetic field [125–127] or electrical field [128–130]. Compared to the conventional
magnetically tunable devices, the electrostatically tunable multiferroic devices are more compact,
lightweight, and power efficient. The working principle of electrostatically tunable multiferroic devices
relies on the converse ME effect, which relates to E-field control of the magnetic permeability. Thus, it is
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of paramount importance to realize strong ME coupling in multiferroic heterostructure, which enables
large tunability. However, it has been an open challenge to obtain large ME coupling at RF/microwave
frequencies due to large loss tangents of magnetic phase. Moreover, the ideal magnetic phase should
have large piezomagnetic coefficient, which translates to large saturation magnetostriction (λs) and
low saturation magnetic field (Hs). Much effort has been focused on developing such high-quality
magnetic thin films and building multiferroic heterostructures with large ME coupling at RF/microwave
frequencies. Lou et al. [52] reported a class of metallic magnetic FeGaB films that has a high λs of 70 ppm,
a low Hs of 20 Oe, and a narrow ferromagnetic resonance linewidth of 16 Oe at 9.6 GHz. The maximum
piezomagnetic coefficient is about 7 ppm/Oe, which is much larger than that of other well-known
magnetostrictive materials, such as Terfenol-D (Tb-Dy-Fe) [131], Galfenol (Fe-Ga) [132], and Metglas
(FeBSiC) [133]. By depositing FeGaB film onto lead zinc niobate-lead titanate (PZN-PT) single-crystal
slabs using magnetron sputter deposition, Lou et al. [54] demonstrated a novel FeGaB/PZN-PT
heterostructure that exhibit high electrostatically tunable FMR frequency range of 5.82 GHz and a giant
electrostatically induced magnetic anisotropy field of 750 Oe at both DC and microwave frequencies.
Xing et al. [113] studied the structure of FeCoB/Al2O3 multilayer and found significant reduced eddy
current loss as well as lower coercivity.

5.1. Tunable RF/Microwave Inductors

As a fundamental type of electronic component, inductors have been used ubiquitously in all
kinds of electronic circuits. Compared to voltage tunable capacitors, which have been widely applied in
a variety of electronic circuits, voltage tunable inductors are not readily available due to low inductance
areal density and low quality factor especially at RF/microwave frequencies. Many integrated tunable
inductors using MEMS technology were reported, which typically exhibit high quality factors [134–136].
However, the problem for these inductors is their low inductance areal densities due to lack of magnetic
material. Salvia et al. [137] demonstrated an on-chip tunable inductor using patterned permalloy film.
Measured results show a 40% increase in inductance by introducing the permalloy film, a 15% tuning
range, and a Q between 5 and 11 up to 5 GHz. The drawback of this tunable inductor is its large power
consumption which stems from the large DC current required for generating the magnetic bias field.
A more power efficient voltage-tunable inductor using multiferroic heterostructure was proposed by
Lou et al. [130]. The reported device was based on a solenoid inductor with multiferroic core which
exhibits a large inductance tuning range of 450% with negligible power consumption.

Gao et al. [138,139] demonstrated a voltage-tunable RF integrated inductor based on solenoid
structures using FeGaB/Al2O3 multilayer films. Compared with a single FeGaB layer, FeGaB/Al2O3

multilayer film with the same total thickness provides less eddy current loss, lower out of plane
anisotropy, and higher permeability. Thus, the reported tunable inductor exhibits significantly enhanced
inductance (>100%) and higher quality factor at GHz frequencies over their air core counterparts.
The optical image of the tunable inductor is shown in Figure 11a, where a solenoid structure can be seen.
The tunable inductor was fabricated using micro-fabrication techniques [138] followed by bonding
to lead magnesium niobate-lead titanate (PMN-PT) piezoelectric slab. As shown in the Figure 11b,
the magnetic phase (FeGaB/Al2O3 multilayer films) and piezoelectric phase (PMN-PT slab) form the
multiferroic heterostructure. The function of voltage tuning in inductance is due to the strain-mediated
ME coupling within the multiferroic heterostructure, which enables E-field-induced changes of the
permeability of the FeGaB/Al2O3 multilayer film. Using a vector network analyzer together with a RF
probing system, the inductance and quality factor of the tunable inductor can be measured. Figure 11c
shows the measured inductances of the inductor with magnetic multilayer films as the inductor core
and the one with air core. It can be seen that introducing the magnetic multilayer as the core doubles
the inductance at frequency below 2 GHz. Figure 11d shows the measured inductance under different
E-field applied across the thickness of the PMN-PT slab. The applied voltage ranges from 0 to 400 V
which corresponds to an E-field from 0 to 8 kV/cm. It can be seen from Figure 11d that a high tunable
inductance of more than 100% is achieved over a large frequency range from 2 GHz to 4 GHz. It was
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also reported that the measured Q of the inductor enhances by at least 50% over the frequency range
from 0.5 GHz to 1 GHz.Materials 2019, 12, x FOR PEER REVIEW 21 of 32 
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across the thickness of the PMN-PT slab. This figure is reproduced from [138] and [139] (© 2014 IEEE).

5.2. Tunable RF/Microwave Filters

Filters are essential components in modern electronic systems since they provide the function of
frequency selection. Wideband and low-loss tunable filters are highly desirable since they can greatly
reduce the complexity in a wide variety of electronic systems such as reconfigurable electronic systems,
multiband communication systems and wideband tracking receivers. One of the most practical
implementation for RF/microwave tunable filters is based on yttrium-iron-garnet (YIG) resonators,
which offers multi-octave bandwidths and high quality factor [140–143]. However, tunable filters
based on YIG resonators are bulky and cannot be easily miniaturized for portable electronic systems.
Moreover, the operation of YIG filters consumes considerable amount of DC power for generation
of magnetic bias field [144]. Solid-state varactors have also been used to build tunable filters with
wide tuning range, but they exhibit high loss and low linearity at RF/microwave frequencies [145–147].
In addition, it has been demonstrated that tunable filters based on MEMS switches and varactors
provide low loss, low DC power consumption, and good linearity [148–150]. Another competitive
alternative to realize a RF/microwave tunable filter is to utilize multiferroic heterostructures, which
have been demonstrated to be compact, low-cost, and power-efficient. In particular, such a type of
tunable filter provides the function of dual H- and E-field tunability, which offers more design flexibility.

Lin et al. [151] reported the first integrated dual H- and E-field tunable bandpass filters with
nonreciprocal transmission characteristics. Figure 12a shows the schematic of the device, which
mainly consists of an inverted-L-shape microstrip structure loaded with NiZn ferrite film, and a
PMN-PT piezoelectric slab. The NiZn ferrite film is deposited using a spin spraying process, which is a
low-temperature, low cost, and fast deposition method. The silicon substrate at the back side of the
microstrip structure is removed using the deep reactive ion etching (DRIE) technique. A multiferroic
heterostructure is formed by bonding the microstrip structure to the PMN-PT piezoelectric slab.
By applying a magnetic bias field, the magnetostatic surface wave will be excited in the NiZn film [152].
The NiZn ferrite film is rotated by a certain angle and the reflection will propagate parallel to the
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bias field, which is operating in the stopband of magnetostatic back volume wave to diminish the
splitting modes and the standing-wave resonances. The nonreciprocity characteristic is achieved from
the limited surface wave on the bottom surface due to the non-reflection edges. Figure 12b,c show
the measured S11 parameters of the tunable bandpass filter under DC magnetic field and DC electric
field, respectively. It can be seen from Figure 12b that a tunable frequency range from 3.78 GHz to
5.27 GHz is achieved by increasing the DC magnetic field from 100 Oe to 400 Oe, which translates
to an H-field frequency tunability of about 5 MHz/Oe. As shown in Figure 12c, the center frequency
changes from 2.075 GHz to 2.295 GHz when the applied electric field across the thickness of PMN-PT
increases from 0 kV/cm to 4 kV/cm. This represents a E-field frequency tunability of 55 MHz/(kV/cm).
Figure 12d shows the measured S21 and S12 for the device under DC magnetic bias field of 400 Oe.
It can be seen that an isolation of 15.8 dB is obtained between S21 and S12 showing nonreciprocal
transmission characteristics.
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Figure 12. (a) Schematic of the tunable filter; (b) measured S11 of the tunable filter as a function of the
DC magnetic field; (c) measured S11 of the tunable filter as a function of DC electric field across the
thickness of the PMN-PT slab; and (d) measured S21 and S12 of the tunable filter at a magnetic bias field
of 400 Oe. This figure is reproduced from [151] (© 2015 IEEE).

More recently, an integrated RF tunable bandpass filter based on two coupled elliptic-shape
nano-mechanical resonators was reported with dual E- and H-field tunability [153]. Figure 13a shows
the schematic of the device, where it can be seen that each elliptic-shape resonator consists of a
multiferroic heterostructure of magnetostrictive multilayer films (FeGaB/Al2O3) and piezoelectric film
(AlN), together with a Pt layer as the bottom electrode. Two resonators are placed in close proximity
with 2 µm air gap. Both resonators are excited in in-plane contour mode, the resonant frequency of
which is determined by the lateral dimension of the resonator. Due to the strong ME effect between
the FeGaB/Al2O3 multilayer and AlN film, the acoustic wave within each resonator can be strongly
coupled via the electromagnetic waves. Figure 13b shows the measured S parameters for the filter
under zero-bias field, where it can be seen that return loss of 11.2 dB and insertion loss of 3.4 dB are
achieved at center frequency of 93.165 MHz with an extracted quality factor of 252. When a magnetic
field is applied, the center frequency will change due to the magnetic field-induced Young’s modulus
change in FeGaB film (delta-E effect). Figure 13c shows the measured resonant frequency as a function



Materials 2019, 12, 2259 22 of 30

of applied DC magnetic field, where the H-field frequency tunability of 5 kHz/Oe can be extracted.
The measured E-field frequency tunability is 2.3 kHz/V as shown in Figure 13d. It can be observed that
the change in resonant frequency due to ME coupling is much smaller compared to that caused by the
delta-E effect. This is due to the remarkable change in the Young’s modulus (up to 70%) due to the
delta-E effect found in FeGaB film [63].
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6. Conclusions

During the last decade, considerable progress has been made for different types of integrated
multiferroic devices that are based on thin-film ME heterostructures. The performance of these
integrated devices greatly benefit from the strong strain-mediated ME coupling occurred at the
mechanical resonance of the magnetic/piezoelectric heterostructure. Despite the advantages of small
form factor, low power consumption, and the feasibility of batch fabrication, excellent elastic coupling
between the magnetic and ferroelectric phases can be attained thanks to the advancement of thin-film
deposition techniques. It can be foreseen that further improvement on the magnetic and piezoelectric
properties of thin-film materials will greatly benefit the performance of the integrated multiferroic
devices. On the other hand, the accurate determination of these film properties also relies on the
development of the thin-film characterization techniques.

A summary of characteristics for some of the reviewed integrated multiferroic devices is provided
in Table 2. Among the presented devices, thin-film ME magnetometers have seen fast development
in recent years. The achievable LOD of the magnetometer has been significantly improved by many
novel techniques, such as magnetic/electric frequency conversion, utilization of delta-E effect in the
magnetic phase, noise suppression method of exploiting tuning-fork structure and introduction of
exchange biased magnetostrictive multilayers. For both DC and AC magnetic field detection, the best
reported values of LOD achieved have been lowered into the range of pT/Hz1/2, making thin-film ME
magnetometer a promising candidate for future biomedical and biomagnetic applications. In particular,
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some practical applications of using thin-film ME magnetometer for cardiological application and
magnetic nanoparticles mapping were recently reported.

Table 2. Summary of characteristics for some of the reviewed integrated multiferroic devices.

Device Type Characteristics Performance Ref

Magnetometer

Direct detection (1) Lowest LOD at resonance
(2) Narrow bandwidth

LOD = 400 fT/Hz1/2

@ 867 Hz
[84]

Magnetic
frequency
conversion

(1) Transfer desired low frequency magnetic
signal to high frequency via magnetic
modulation
(2) Wide bandwidth
(3) Large power consumption

LOD = 60 pT/Hz1/2

@ 10 Hz
[76,
89]

Electric frequency
conversion

(1) Transfer desired low frequency magnetic
signal to high frequency via electric modulation
(2) Wide bandwidth
(3) Low power consumption

LOD = 10 nT/Hz1/2

@ 10 Hz
[90]

Delta-E effect

(1) Change of elastic constants upon applied
magnetic field
(2) Large bandwidth
(3) Low power consumption

LOD = 250 pT/Hz1/2

@ 10 Hz
[115]

Mechanical
antenna

NPR-type (1) vibrate in lateral direction
(2) work at several tens of MHz

αV
1 = 6 kV/cm·Oe
@ 60.7 MHz

[121]

FBAR-type (1) vibrate in thickness direction
(2) work at several GHz

G 2 = −18 dBi
@ 2.5 GHz

[121]

Tunable
RF/Microwave

devices

Tunable inductor (1) E-field controlled
(2) High Q at GHz

TIR 3 = 100%
@ 2 ~ 4 GHz

[138]

Tunable filter (1) H- or E-filed controlled
(2) Nonreciprocity

TFR 4 = 39%
@ 4 ~ 5 GHz

[151]

1 αV denotes the ME voltage coefficient; 2 G denotes the measured antenna gain; 3 TIR denotes the tunable inductance
range; 4 TFR denotes the tunable frequency range.

A novel antenna miniaturization approach has been recently demonstrated in the mechanical
antennas which are based on thin-film ME heterostructures. In this new antenna concept, transmitting
and receiving behavior are realized by converse and direct ME coupling effects, respectively.
The operation frequency of such mechanical antenna ranges from several MHz to tens of GHz,
which can be well-controlled by the physical geometries of the thin-film ME heterostructures with
in-plane or thickness vibration modes. Although still in its early stage, the mechanical antennas
based on thin-film ME heterostructures have already exhibited one to two orders of reduced size
compared to conventional antenna and ground plane immunity from metallic surfaces. One problem
of such mechanical antennas is that the antenna gain is still not ideal, which could be solved by
further optimization of the ME heterostructures or implementation of mechanical antenna arrays.
With the advantages of high magnetic field sensitivity in near field, the reported mechanical antennas
hold great potential in the future systems of biomedical communication, wearable electronics, and
the Internet-of-Things.

Based on the converse ME coupling effects, novel integrated tunable RF inductors and nonreciprocal
RF bandpass filters have been demonstrated. These integrated RF devices are compact, lightweight,
power efficient, and have the potential to integrate with CMOS technology, providing great
opportunities for future reconfigurable electronic systems.
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